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Abstract

Recent years have seen tremendous developments in the field of computer vision and its exten-

sive applications. The fundamental task, image classification, benefiting from deep convolutional

neural networks (CNN)’s extraordinary ability to extract deep semantic information from input

data, has become the backbone for many other computer vision tasks, like object detection and

segmentation. A modern detection usually has bounding-box regression and class prediction with

a pre-trained classification model as the backbone. The architecture is proven to produce good re-

sults, however, improvements can be made with closer inspections. A detector takes a pre-trained

CNN from the classification task and selects the final bounding boxes from multiple proposed

regional candidates by a process called non-maximum suppression (NMS), which picks the best

candidates by ranking their classification confidence scores. The localization evaluation is absent

in the entire process. Another issue is the classification uses one-hot encoding to label the ground

truth, resulting in an equal penalty for misclassifications between any two classes without consid-

ering the inherent relations between the classes. Ultimately, the realms of 2D image classification

and 3D point cloud classification represent distinct avenues of research, each relying on signifi-

cantly different architectures. Given the unique characteristics of these data types, it is not feasible

to employ models interchangeably between them.

My research aims to address the following issues. (1) We proposed the first location-aware

detection framework for single-shot detectors that can be integrated into any single-shot detectors.

It boosts detection performance by calibrating the ranking process in NMS with localization scores.

(2) To more effectively back-propagate gradients, we designed a super-class guided architecture

that consists of a superclass branch (SCB) and a finer class branch (FCB). To further increase the

effectiveness, the features from SCB with high-level information are fed to FCB to guide finer class

predictions. (3) Recent works have shown that 3D point cloud models are extremely vulnerable
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to adversarial attacks, which pose a serious threat to many critical applications like autonomous

driving and robotic controls. To gap the domain difference in 3D and 2D classification and to

increase the robustness of CNN models on 3D point cloud models, we propose a family of robust

structured declarative classifiers for point cloud classification. We experimented with various 3D-

to-2D mapping algorithms, bridging the gap between 2D and 3D classification. Furthermore,

we empirically validate that the internal constrained optimization mechanism effectively defends

adversarial attacks through implicit gradients.
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Chapter 1

Introduction

Recent years have witnessed many breakthroughs in vision-related applications, like facial recog-

nition, autonomous driving, etc. In this chapter, we will show the current state-of-the-art and its

limitations. Then I will discuss the motivations, propose my ideas, and present some expected

contributions.

1.1 Background and Related Work

In this section, I will introduce the fundamentals of deep convolutional neural networks (CNNs),

vision transformers and some research directions of the computer vision field. With the devel-

opment of computational power and a large number of labeled datasets [15; 16] in recent years,

deep-learning-based models have been proven to be very effective in extracting intrinsic struc-

ture and high-level features. This property makes deep neural networks especially effective in

areas where the data are multi-dimensional and the features are difficult to hand-engineer, includ-

ing speech recognition [17; 18; 19], natural language processing [20; 21] and computer vision

[2; 22; 23; 24; 25].

Computer vision has witnessed the most prominent improvement from deep CNNs [26; 27]

and attention mechanism [24; 28]. Directions like image classification, object detection, segmen-

tation, tracking, etc. have promoted rapid growth in areas that are closely related to daily life, like

autonomous driving, face recognition, and countless functions on social media platforms.
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Figure 1.1: Structure of VGG-16 [1]

1.1.1 Deep CNN

Deep CNNs are the basic structure for most computer vision tasks. A deep CNN model commonly

consists of a cascade of convolutional layers and fully connected layers where the convolutional

layers can extract low-level information from shallow layers and high-level information from deep

layers. And the fully connected layers can collect global semantic information to generate final

predictions. An example structure is shown in Figure 1.1, which depicts the architecture of a VGG-

16 classifier [1]. At certain levels of the convolutional layers, there are pooling layers to reduce

feature dimensions, which at the same time gather information from neighboring regions. After

each convolution layer, activation layers (e.g. Rectified Linear Units (ReLUs) and sigmoid) are

attached to introduce non-linearity. Between convolution and ReLU layers, normalization layers

are added to ensure the same scale for different data dimensions.

Convolutional Layer is the major building block for deep CNNs. A basic convolutional filter, also
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Figure 1.2: How convolutional filter works

known as the kernel, is shown in Figure 1.2. The output of a kernel contains information of the

corresponding neighboring 9 pixels from input, when it is a 2D 3× 3 kernel. The weights in the

kernel are learned during the training process.

The common kernel size in recent years tends to be 3×3 rather than larger sizes. As pointed out

by Simonyan et al. [1], there are two reasons behind the choice. 1) Small kernels are more efficient.

A larger kernel can always be replaced by a stack of multiple 3× 3 kernels. The stack of small

kernels has fewer parameters compared to a single large kernel when their effective receptive fields

are the same. 2) Multiple smaller kernels have more non-linear activation layers, making them

more discriminative. There are other ideas like dilated convolutions [29], where downsampling is

done by dilated convolution.

Figure 1.3: Commonly used activation functions

Activation Layer is a crucial element in

CNNs, which introduces non-linearity into the

CNNs. In a neuron of brain, the synapse con-

trols its own synaptic strengths’ influence on

another neuron. An activation layer has a simi-

lar function. Some of the most commonly used
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Figure 1.4: Different normalization methods. The blue part is the features to be normalized in each
method. (H,W ) are the height and width of a feature. C axis is the channel axis. N stands for batch
size.

activation functions are shown in Figure 1.3.

Normalization is effective in stabilizing the CNN learning process by reducing internal covariate

shift and normalizing the contribution of each feature. Some of the most popular normalization

methods (batch norm [30], layer norm [31], instance norm [32] and group norm [33]) are shown

in Figure 1.4.

Pooling Layer gathers and extracts information from neighboring regions to reduce feature dimen-

sion and allow convolutional layers to have a wider receptive field. Max pooling, average pooling

and global pooling are the three most common pooling layers. The first two are easy to understand

as the names suggest. The global pooling basically reduces all features in a channel to one value,

making a w×h× c feature to 1×1× c.

Fully Connected Layer connects all values from one layer to the next which collects all informa-

tion from input. It’s usually at the end of a classification task to generate the final prediction.

Figure 1.5: Visulization of first layer 11× 11×
3 convolutional kernels learned in ImageNet [2]
classification task

Overall, a deep CNN understands a visual

input by extracting low-level local informa-

tion from shallow layers and obtaining high-

level global information in deeper layers using

the building blocks introduced above. Figure

1.5 shows a visualization of first-layer kernels.

Some of the kernels are effectively edge detec-
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tors.

1.1.2 Vision Transformer

Another revolutionary breakthrough is the vision transformer, an idea inspired by language models.

Transformers primarily use self-attention mechanism [34], which can better understand long-range

dependencies and global knowledge. Intuitively it is firstly applied to natural language processing

(NLP), with many successful subsequent models (BERT [35], GPT [36], etc.).

Such success naturally leads researchers to try to employ transformers in different modalities.

ViT [24] is a seminal work that proposed an end-to-end transformer-based image classification

model. It divides images into smaller patches and feeds the patches to the transformer. Since

then, many successful applications based on transformer have been proposed, e.g. DETR [25] in

detection, SWIN-Transformer [37] in segmentation, etc.

1.1.3 Image Classification

Image classification is fundamental for all computer vision tasks. All other vision tasks take the

pretrained models from image classification as their backbone network. Thus it’s crucial to im-

prove the performance of classification models. Image classification is basically the task of taking

an image as input and predicting the class of the most dominant object in the input image.

DetNet [4]: DetNet is a backbone network specifically designed to extract features, different

from other detectors discussed in this section. It is designed to tackle three existing problems in

previous backbone networks:

• Backbone networks have a different number of stages;

• Feature maps used to detect large objects are usually from deeper layers, which have a larger

receptive field, while they are not accurate in exacting the location due to low resolution;

• Small objects are lost as the layers go deeper and resolutions become lower.
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Figure 1.6: DetNet structure. The diagram shows the basic building block of ResNet [3] and
DetNet [4]. (a) After each ResNet block, the resolution is reduced in half. (b) The DetNet preserves
the feature map resolution and increases the receptive field by using dilated convolutions.

Li et al. [4] proposed DetNet-59 based on ResNet-50. It has 6 stages with the first 4 stages

the same as ResNet-50. In stages 5 and 6, the spatial resolutions are fixed instead of decreasing.

The fixed resolution means a convolution filter will have a smaller receptive field compared to that

in lower-resolution feature maps. A dilated [29] bottleneck as shown in Figure 1.6(b) is used for

compensation. In this paper, we apply the DetNet backbone to the Faster RCNN detector.

1.1.4 Object Detection

Object detection takes images as input and generates classification results of objects presented in

the images and their corresponding location information. Object locations are most commonly

defined by rectangular bounding boxes. The output of image segmentation contains more detailed

information, such as the classification result for each pixel in the original photo, while object de-

tection usually only produces the coordinates of four corners of each bounding box. Thus, image

segmentation is usually more time-consuming. In practice, pixel-level classification is not neces-

sary for polyp detection and classification. In this study, we focus on object detection techniques.

The state-of-the-art deep learning-based object detection models can be broadly classified into two
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main categories: two-stage detectors and one-stage detectors.

Two-stage detector consists of a region proposal stage, followed by a classification stage. Each

stage has its own dedicated deep CNN, which generally produces higher accuracy than one-stage

detectors. However, this also leads to more processing time. The region proposal stage used to be

the bottleneck as it is often a slow process, while the state-of-the-art two-stage detectors adopt new

structures sharing part of the CNN to speed up the processing time for real-time applications [38].

One-stage detector gets rid of the region proposal stage and fuses it with the classification stage,

resulting in a one-stage framework. It directly predicts bounding boxes by densely sampling the

entire image in a single network pass. With simpler architecture, it often achieves real-time perfor-

mance. Although earlier models had lower detection accuracy than the two-stage detectors, they

are catching up and now can produce comparable results.

In this section, we will make a brief introduction of eight state-of-the-art object detection and

classification models that are implemented and evaluated in this comparative study.

Faster RCNN [38]: Faster RCNN is a two-stage framework model and one of the families

of RCNN networks [39; 40]. It improves the Fast RCNN network by replacing the slow selective

search algorithm with a region proposal network, resulting in a faster detection rate. Furthermore,

the region proposal network is trainable, which can potentially achieve better performance.

Faster RCNN is mainly composed of two modules, the region proposal network (RPN) module

and the classification module, as shown in Figure 1.7. First, the backbone network (for example,

ResNet 101 [3]) extracts feature maps from the input image. The features are then shared by both

the RPN module and the classification module. In the RPN branch, a sliding window will be ap-

plied to regress the bounding box locations and probability scores of object and non-object. At

each location, the sliding window predicts k pre-defined anchor boxes, centered at itself with dif-

ferent sizes and ratios to achieve multi-scale learning. With the introduction of RPN, the inference

time on PASCAL VOC is reduced to 198ms on a K40 GPU with VGG-16 as the backbone [38].

Compared to the selective search, it is almost 10 times faster. The computational time of the pro-

posal stage is reduced from 1,510ms to only 10ms. Combined, the new faster R-CNN can achieve
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Figure 1.7: Faster R-CNN structure. Region proposal network (RPN) shares the same base CNN
with a fast R-CNN network. The region proposal is generated by sliding a small convolutional
network over the shared feature maps, and these proposals are used to produce final detection
results.

5 frames per second (fps).

YOLOv3 [41]: YOLOv3 is an iterative improvement of YOLO (You Only Look Once). It

improves the performance of its previous versions by introducing a new backbone network, multi-

scale prediction, and a modified class prediction loss function.

YOLO is the first model of this YOLO series [42; 43; 41]. It is one of the pioneering works

to get rid of the region proposal stage. The detector splits the image into S×S grids. Each cell is

responsible for predicting ground truth objects with centers located inside the cell, and each cell

in the grid predicts B× (4+ 1+C) values, where B is the number of anchor boxes in each cell,

4+1 represents the number of bounding boxes and object confidence, and C is the total number of

classes. The second version, YOLOv2, and YOLO9000, introduced several optimization tricks to

improve the performance like batch normalization, high-resolution classifier, new network, multi-

scale training, etc. Among the optimizations, the most effective technique is dimension priors

which limit the regressed bounding boxes close to its original anchors. Without it, the regressed

boxes can go anywhere in the image, resulting in unstable training [43]. YOLOv3 progressively
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developed a deeper CNN, DarkNet-53, from DarkNet-19 [41]. It also predicts objects from dif-

ferent scales. YOLOv3 achieves real-time performance. However, it often has lower detection

accuracy compared to Faster RCNN.

YOLOv4 [44]: YOLOv4 is the latest improvement of YOLO. It explores the bag of freebies

and bag of specials and selects some of them in the new detection model. The basic rules for

a detection model are high-resolution input images for detecting relatively small objects, deeper

layers for a larger receptive field, and more parameters for detecting various objects. Based on

those rules, YOLOv4 selects various effective bag of freebies and bag of specials to enhance the

performance of the model while maintaining high-speed inference. In addition, instead of exploit-

ing DarkNet53 as the backbone in YOLOv3, an enhanced version of DarkNet53 (CSPDarknet53

[45]) is selected as the backbone for YOLOv4. Higher receptive field is extremely important to

detectors, thus SPP [46] net is added over the backbone CSPDarknet53 [45] since this block pro-

vides larger receptive fields with almost the same inference time. YOLOv3 utilizes FPN [47] to

aggregate the information from different feature levels, while YOLOv4 [44] employs PANet [48]

to extract information for detector heads. Bag of freebies and bag of specials are indispensable for

object detection and properly selecting and adding them to the detection models may highly boost

the performance of the detectors without sacrificing too much inference cost.

SSD [49]: Single Shot Detector (SSD), as one of the most successful one-stage detectors, has

become the foundation of many other studies. It takes advantage of the different sizes of feature

maps and utilizes a simple architecture to generate predictions at different feature map scales. SSD

can achieve a fast detection rate with competitive accuracy.

As shown in Figure 1.8. SSD combines multi-scale convolutional features to improve predic-

tion. In CNN, feature maps progressively decrease in size from input to output. The layers closer

to the input are shallow layers which have higher resolution and are better at detecting smaller ob-

jects. While the deeper layers have lower resolutions but contain more semantic information. SSD

takes advantage of this natural structure of CNN and yields comparable results for objects of all

sizes. SSD is an anchor-based detector. It divides the image into m×n grids similar to the YOLO
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layer computes confident scores for each class and offsets to default boxes.

series. At each grid cell, the model will generate per-class scores and bounding box dimension

offsets for each k pre-defined anchors with different ratios and scales, similar to RPN in Faster

RCNN. It also introduces the use of convolutional layers for prediction which makes the detector

fully convolutional, unlike YOLO [42] which uses fully connected layers for detection.

SSD makes a good trade-off between speed and accuracy. The simple one-stage framework

architecture results in fast performance, achieving a real-time detection rate. Furthermore, the use

of anchor boxes and multi-scale prediction enables good detection accuracy.

RetinaNet [50]: RetinaNet is a one-stage framework based on the SSD model. RetinaNet

improves performance by using the Feature Pyramid Network (FPN) [47] for feature extraction

and focal loss function to solve the class imbalance problem. In the SSD model, the multi-scale

prediction mechanism suffers from its architectural weakness in which high-level layers do not

share information with low-level layers, thus lacking high-level semantic information in detecting

smaller objects. FPN concatenates feature maps from layers at different depths to improve de-

tection at each scale. Another major contribution of this model is the use of focal loss to solve

the class imbalance problem. Class imbalance refers to the imbalance between background and

foreground class. It is more extreme in one-stage models as the detector scans through the entire

image indiscriminately. In practice, the candidate locations can normally go up to 100k without
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the filtering of the region proposal module. Therefore, the focal loss is introduced to assign higher

weights to difficult foreground objects and lower weights to easy background cases. The definition

of focal loss is defined in Equation 1.1, where the balance variant, αt , and focusing parameter, γ ,

are two hyper-parameters and p is the estimated probability.

FL(pt) =−αt(1− pt)
γ log(pt),

where pt =

 p, if correct detection

1− p, otherwise

(1.1)

In Equation (1.1), pt is closer to 1 when the model is more correct (i.e., correct prediction with

higher confidence score or wrong prediction with lower confidence score). With the original cross-

entropy loss as CE = −αt log(pt), focal loss effectively gives it a factor (1− pt)
γ , whose value is

small when the model is correct (easy cases) and large when the model is wrong (hard cases).

RefineDet [51]: RefineDet is an SSD-based detector aiming at overcoming the following three

limitations in single-stage detectors compared to the two-stage ones.

• Single-stage models lack region proposal module to eliminate the overwhelming background

objects, causing inefficient learning;

• Two-stage models have both region proposal module and classification module to regress

final bounding box output while one-stage models only have one stage to refine box location;

• Single-stage models generate only one set of feature maps for both tasks of localization and

classification. Although recent two-stage models share the same backbone CNN, they have

separate branches attached at the end of the main backbone networks for localization and

classification specifically.

The architecture of RefineDet is shown in Figure 1.9. It consists of three modules: Anchor

refinement module (ARM), transfer connection block (TCB), and object detection module (ODM).
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Like in SSD, ARM takes feature maps from different layers. Then from each layer, it produces

coarsely adjusted anchors and binary class scores (object and non-object classes). The anchors

with a non-object score greater than a certain threshold θ will be filtered out, which reduces the

class imbalance. Then the TCB is designed to combine features from deeper layers to the current

level ARM features by element-wise addition. Deconvolution is used to facilitate the addition by

increasing the resolution of deeper layer feature maps to match the shallow features. As a result,

the shallow layers will have semantic information. By taking the filtered anchors from ARM and

feature maps produced by TCB, ODM regresses the already refined anchors and generates multi-

class scores. The results are improved because the input of ODM contains multi-level information

and it refines the predicted bounding boxes in two steps.

ATSS [52]: ATSS (Adaptive Training Sample Selection) investigates the anchor-based object

detectors and anchor-free object detectors and points out how to define positive samples and nega-

tive samples in the training process is the significant difference between the anchor-based models

and anchor-free models. For instance, the anchor-free detector FCOS [53] first finds positive candi-

date samples in each feature level and then selects the final positive candidates among all features,

while the anchor-based RetinaNet [50] exploits IoU (Intersection over Union) between pre-defined

anchors and the ground truth bounding boxes to directly select the final positive samples among

all feature levels [52]. Based on the analysis, ATSS automatically defines positive and negative

candidates based on the statistical properties of the objects in the images.

For each object on the image, ATSS selects k anchor boxes based on the closest center distance

between those samples and the ground truth box on each feature level. There are a total of k×L

candidate positives if the number of feature pyramid levels is L. Then the IoU between these

candidate samples and the ground truth is calculated and the mean mg and standard deviation vg

are also calculated so that the IoU threshold is obtained as tg = mg + vg. Finally, the candidates

whose IoU are larger than or equal to the threshold and at the same time whose centers are inside

the ground-truth box are selected as the final positive samples. ATSS introduces a mechanism that

dynamically selects the positive and negative samples and bridges the gap between anchor-based
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approaches and anchor-free approaches.

1.1.5 3D Models

Based on the point cloud representations, we simply group some typical deep networks into four

categories. Point-based networks [54; 55; 56; 57] directly take each point cloud as input, extract

point-wise features using multi-layer perceptrons (MLPs), and fuse them to generate a feature for

the point cloud. Image-based networks [58; 59; 60; 61; 6] often project a 3D point cloud onto a (or

multiple) 2D plane to generate a (or multiple) 2D image for further process. Voxel-based networks

[62; 11; 63; 64; 65] usually voxelize each point cloud into a volumetric occupancy grid and further

some classification techniques such as 3D CNNs are used for the tasks. Graph-based networks

[66; 67; 68; 69; 70] often represent each point cloud as a graph such as KNN or adjacency graph

which are fed to train graph convolutional networks (GCNs). A nice survey can be found in [71].

1.2 Limitations and Expected Contributions

In this section, I will briefly introduce the limitations of current computer vision tasks. More

detailed analysis will be provided in each corresponding section.

1.2.1 One-hot Encoding in Classification

For the classification task, most models only take class names as input. All classes are treated

equally without any correlation information. During training, the misclassification between “chair”

and “couch” and that between “TV” and “rabbit” receive the same penalty. While in reality, “TV”

and “rabbit” share almost no similarity, while “chair” and “couch” both belong to the furniture.

This means the CNN models have to identify feature differences from multiple semantic hierar-

chies at the same time.
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1.2.2 Imbalanced Training for Localization

The current detection models have an inadequate quality criterion for anchor-based bounding box

candidates, which is very important for model optimization and detection evaluation. The reason

lies in that the quality of bounding boxes should reflect both the spatial location accuracy and the

classification probability. While as far as we know, in current deep learning-based object detection

pipelines, the scores of the bounding boxes are shared with box-level classification confidence,

which is predicated on the proposed features by the classifier. If a predicted object is not scored

properly, it might be mistaken as a false positive or negative. It is evident that the lack of effective

scoring metrics for the localization quality tends to impair the evaluation.

1.2.3 3D Attacks

Figure 1.10: A simple sam-
ple of adversarial attack on
3D point cloud

Current popular PointNet[54]-based models are proven to be ex-

tremely vulnerable under adversarial attacks [72; 73; 74; 75; 76].

These attacks can successfully trick the 3D models without any no-

ticeable changes to the original 3D point cloud as shown in Figure

1.10.

1.2.4 Expected Contributions

We propose novel solutions to the mentioned limitations. The ex-

pected contribution is listed below.

• We generate a relatively large endoscopic dataset for polyp

detection and classification. We have also evaluated and compared the performance of eight

state-of-the-art deep learning-based object detectors, setting benchmark results and facilitat-

ing the computer-aided diagnosis of colorectal cancer.

• We propose a super-class guided architecture that consists of a super-class branch (SCB) and
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a finer class branch (FCB) for better performance in detection and classification. It can be

directly applied to most image classification and object detection models.

• We propose a novel bounding box reasoning method for the single-shot networks that is

aware of the spatial relationship between the box proposals and the probable target ground

truth.

• We propose a family of novel robust structured declarative classifiers for 3D point clouds

where the declarative nodes defend the adversarial attacks through implicit gradients. We

demonstrate superior performance of our approach by comparing it with the state-of-the-art

adversarial defenders under the state-of-the-art adversarial attackers.
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Chapter 2

SGNet: A Super-class Guided Network for Image Classification

and Object Detection

Abstract

Most classification models treat different object classes in parallel and the misclassifications

between any two classes are treated equally. In contrast, human beings can exploit high-

level information in making a prediction of an unknown object. Inspired by this observation,

the paper proposes a super-class guided network (SGNet) to integrate high-level semantic

information into the network so as to increase its performance in inference. SGNet takes

two-level class annotations that contain both super-class and finer-class labels. The super-

classes are higher-level semantic categories that consist of a certain amount of finer classes.

A super-class branch (SCB), trained on super-class labels, is introduced to guide finer class

prediction. At the inference time, we adopt two different strategies: Two-step inference (TSI)

and direct inference (DI). TSI first predicts the super-class and then makes predictions of the

corresponding finer class. On the other hand, DI directly generates predictions from the finer

class branch (FCB). Extensive experiments have been performed on CIFAR-100 and MS

COCO datasets. The experimental results validate the proposed approach and demonstrate

its superior performance in image classification and object detection.

17



2.1 Introduction

Recent years have witnessed the fast development of convolutional neural networks (CNNs) based

models in computer vision tasks. Starting from 2012 [2], CNN-based classifiers and detectors

have quickly surpassed traditional models [77][78][79]. In just a few years, the classifiers have

already emerged to surpass human accuracy in several benchmark datasets [80][81]. The success

of CNN models is mainly owing to their ability to extract high-level semantic features from labeled

data [82][83]. CNN models have also been successfully applied in many other areas, like object

detection [84], depth estimation [23], crowd counting [85], and image translation [86].

What CNN-based models can achieve with simple class annotations is promising, but there are

still weaknesses in this method. For the classification task, most models only take class names

as input. All classes are treated equally without any correlation information. During training,

the misclassification between “chair” and “couch” and that between “TV” and “rabbit” receive

the same penalty. While in reality, “TV” and “rabbit” share almost no similarity, while “chair”

and “couch” both belong to the furniture. This means the CNN models have to identify feature

differences from multiple semantic hierarchies at the same time.

Car
Bus

Tractor

Dog

Cat

Horse

Maple

Oak

Willow

(a) Finer class labeling only

Car

Bus

Tractor

Dog

Cat

Horse

Maple

Oak

Willow

Vehicle

Animal

Tree

(b) With super-class labeling

Figure 2.1: (a) The CNN models have to implicitly extract the semantic clustering of all classes.
The distances among different clusterings depend on their semantic relations. (b) By introducing
super-class labels, the model can first classify the features into high-level super-classes and then
further classify them into finer classes using fine-grained details.
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Our method is inspired by how human beings learn to identify an object. When creating cat-

egories, humans establish non-parallel, semantic relations between each class. Some classes, like

“animals”, are high on the semantic hierarchy and consist of high-level common features. Other

classes might have very detailed features but are under a high-level super-class. As human beings,

we tend to assign multiple labels to different levels of the semantic hierarchy. For example, when

we see steak, we instinctively classify it as “meat”, and upon closer inspection, the terms “beef” or

“ribeye” might be assigned to the steak. Even if we are unsure what an object is, we are still able

to classify it according to common features from a higher hierarchy. For example, even if we have

not seen a dog breed before, we’re still very confident that it is a dog. This example shows how

humans can generalize high-level super-class information to robustly recognize sub-class objects.

In this paper, we propose a classification method that is similar to how humans identify an

object. It first creates a set of super-classes based on original classes to establish a 2-level hierarchy.

The model can simultaneously predict both super-classes and finer classes from separate branches.

During training, a misclassified super-class will result in a loss for both branches, thus its value

will be greater than a mere finer class error. The two branches share a majority of the backbone

networks but still have their own individual portions. In this architecture, the super-class portion

focuses on general features shared by super-class categories, while the finer class portion can

handle detailed fine-grain attributes.

In this way, we are able to utilize the knowledge base humans have obtained to help the model

learn the semantic clustering of classes. The current classification training only provides the net-

work with parallel labels without explicit semantic information. As illustrated in Figure 2.1, the

difficulty of extracting the semantic clustering can be alleviated by “telling” the model the 2-level

hierarchy labels. Our method is also promising to integrate human semantic knowledge into deep

learning models. In this paper, we propose a super-class guided network (SGNet) and verify its

effectiveness on both image classification and object detection tasks. Extensive experiments show

that our proposed approach can consistently boost the performance of existing models with only a

little overhead. The proposed method can be adapted to any existing image classification or object
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detection networks.

The main contributions of this paper include:

1. Inspired by the human cognition system, we propose a super-class guided architecture that

consists of a super-class branch (SCB) and a finer-class branch (FCB). The features from

SCB with high-level information are fed to FCB to guide finer class predictions.

2. By introducing high-level information and grouping existing finer classes into super-classes,

current labels can be easily modified to train both SCB and FCB for better performance in

detection and classification.

3. The proposed SGNet can be directly applied to most image classification and object detection

models. Extensive experiments demonstrate its superior performance over existing models.

The source code of the proposed network can be accessed at https://github.com/rucv/

SGNet.

2.2 Related Work

2.2.1 Image Captioning and Attributes

The goals of image captioning and detection by attributes can vary to a large extent. However,

at certain stages, they both aim to train the models to interpret the images in a descriptive way.

Image captioning models [87; 88; 89] combine computer vision and natural language processing

techniques. By providing captions during the training phase, we expect the model not only to learn

what the objects are, but also to understand the details of and interactions between those objects.

Yao et al. [90] proposed an architecture to boost caption performance by incorporating attributes.

Attributes have long been used in the computer vision community. Back to around 2010,

some works [91] were published to generate attribute detectors. Later on, a popular director, zero-

shot learning predicts object instances whose classes might not be in the training dataset. These

detectors [92; 93] often employ the attribute detector as the first stage and then predict the class
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categories by finding the category with the most similar attribute set.

Both of these two areas try to integrate human knowledge into deep learning models to obtain

robust results. However, they have a common drawback: both methods require a specific set of

annotations. For each object, they need at least several words to form the caption or attributes,

which limits the amount of data accessible, unlike an object detection ground truth, which consists

of only a bounding box and a class label. Moreover, captions and attributes are more subjective,

which makes the annotations error-prone, which further limits the applications.

2.2.2 Hierarchical Class Labeling

Read et al. [94] uses conditional dependency information from classifiers’ error vectors to generate

optimal super-class partitioning. Then, a common multi-dimensional ensemble method is used

to predict the final result. Zhou et al. [95] applied the super-class idea on a training dataset

with unbalanced class distribution. They first partitioned the classes into super-classes to create a

relatively balanced distributed dataset, which helps minority classes benefit from abundant samples

under the same super-class. A weight matrix is applied to put attention on features important to a

specific super-class for final prediction.

These works generate super-classes using statistic distribution from one dataset, which makes

them dataset dependent. In addition, to calculate the statistic distribution, complex algorithms will

be involved to complete the training process. Roy et al. [96] created an incremental CNN learning

model with a tree structure. This model can evolve after the base model has completed training.

When a new class sample is provided, the model can assign the new class to available nodes or

even create new branches for the new class depending on the output. Therefore this method can

add new classes without abandoning the existing classification ability.

Other methods [97; 98] directly use human knowledge to create the super-class clustering.

Wang et al. [97] proposed a CNN architecture with separate branches for super-classes and finer

classes with some shared layers. It predicts super-class results if the finer class branch is not

confident and finer class results when the confidence score from the finer class is above a certain
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threshold. Yan et al. [98] also created a similar architecture. However, the model has an individual

branch for each super-class and predicts super-class results first. Once the super-class result is out,

the model only uses the corresponding branch to predict the finer class.

Different from our methods, these models don’t take advantage of the high-level features from

super-classes in finer class prediction. In our proposed approach, the high-level features are con-

catenated to the finer branch features. Therefore the finer class branch can focus on extracting

fine-grained features. Also in [98], each super-class has its own CNN branch, which will result in

a larger model size.

2.3 The Proposed Method

We propose a CNN architecture that can be applied to both classification and detection tasks. By

adding a super-class branch (SCB), it is designed in a way that can be directly plugged into any

existing model. The new branch is trained together with the original classification to guide the

finer class training while learning the super-class information. The overall loss is calculated by

summing the losses from two branches and backpropagating at the same time.

During inference, we experiment two different setups

1. Two-step inference (TSI) first predicts super-class, then finds the highest confidence score

in the corresponding finer classes.

2. Direct inference (DI) directly generates classification results from the finer class branch.

TSI takes advantage of the higher accuracy in super-class prediction. Therefore, even if the

final finer class prediction is not correct, it tends to avoid serious mistakes. The DI setup skips

the computation in SCB which optimizes the inference time. In addition, it achieves better perfor-

mance compared to the baseline, because during training, the SCB guides the model to extract the

relations among different classes. The details will be discussed in Section 2.4.

The key contribution of our proposed methods is the addition of the SCB, which shares most

layers with the original CNN architecture and uses the common cross entropy loss in training. The
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Convolutions + max pooling

Fully connect layers

+

Super-class Branch (SCB)Concatenate+

Figure 2.2: The architecture of SGNet. SCB is in the dashed rectangle. It takes high-level features
from the original networks as input and predicts super-class results. The features from SCB are
then concatenated back to the original network to guide finer class prediction. SCB usually has
fewer layers than its corresponding finer class branch.

detailed architecture will be discussed next.

2.3.1 Super-class Branch for Classification

A vast majority of recent CNN-based image classification models have a common architecture as

shown in Figure 2.2 without the SCB in the dashed box. They are a cascade of convolution layers

to extract semantic information with downsampling layers inserted at certain levels, followed by

several fully connected layers to predict image classes at the end. Most downsampling is done

by max pooling, e.g. VGG [1] and ResNet [3]. Some recent models achieve the same effect by

applying convolutional layers with stride > 1, like SqueezeNet [99] and MobileNets [100]. Our

method can be adapted to both of these architectures.

Our idea can be generalized to any classification model. The basic structure is shown in Fig-

ure 2.2. The added SCB takes one hidden layer of the main network as input. After going through a

separate cascade of convolutional layers, downsampling layers, and fully connected layers, it pre-

dicts super-class confidence scores. The SCB’s final feature maps, which are the input of SCB’s

fully connected layers, are concatenated back to the final feature maps in the original branch to
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generate finer class scores.

The input of SCB is taken after one of the last several downsampling layers in the main network,

which contains high-level information since it is already towards the end of the architecture. The

exact downsampling layer depends on the depth of the main network. For example, in VGG-16,

we select the second last pooling layer to start the SCB.

The number of convolutional layers in the SCB is designed to be shallower than the rest of the

original, and there should be an equal number of downsampling layers. Detecting super-class is

an easier task compared to finer classes. The feature differences among super-classes are much

greater than those in finer classes. A shallower network can achieve faster performance, and it will

be sufficient to guide the finer classification. The downsampling layers should match since the

feature maps from both branches will be concatenated. Therefore, the feature maps have to share

the same dimensions.

The general architecture in the SCB is similar to a common CNN classification network. It

consists of several convolutional layers followed by fully connected layers to make super-class

predictions. The input of the fully connected layers, which are the final feature maps generated by

SCB, will be concatenated to the feature maps of the finer class branch. The SCB feature maps

contain information about common features within the same superclass. It can help the original

branch only to focus on finer details to distinguish between categories within the same super-class.

2.3.2 Super-class Branch for Detection

Generally speaking, there are two types of detectors, two-stage detectors and one-stage detectors.

They have different architectures. Two-stage detectors, like the RCNN family [40; 101], first pro-

pose region of interest (RoI). Then, they extract feature maps for the RoIs, from which bounding-

box offsets and confident scores are calculated. Unlike two-stage detectors, one-stage detectors

don’t have a region proposal stage. Instead, most of them, like SSD-based detectors [49; 51], have

predefined shapes (commonly referred to as anchors) evenly distributed in images using grid cells.

The detectors directly generate offsets and confidence scores for the anchors. The architectures are
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Figure 2.3: The architecture difference for different types of detectors C in both (a) and (b) is
the number of classes.

shown in Figure 2.3.

Although we only focus on the classification branch, there are still lots of differences among

the structures. For example, Faster RCNN [38] uses fully connected layers to produce confidence

scores from a single feature layer, while SSD [51] applies convolutional layers to multi-layers

from the backbone network. To generalize our approach, we designed a method that will work

for all existing detectors. As shown in Figure 2.3, all models output C scores for each area of

interest (RoI for two-stage models and anchor for one-stage models) where C is the number of

finer classes CFC. For the super-class guided method, we simply make C = CSC +CFC. After the

model produces the vector V of length C, it divides the vector into two parts, VSC = V [0 : CSC]

and VFC = V [CSC : CSC +CFC], which are responsible for super-class and finer class predictions

respectively.

2.3.3 Super-class Branch During Training and Inference

Training: During training, the setup is straightforward. The classification ground truth for super-

classes is converted from their original finer class annotations. The loss for super-class prediction

and finer-class prediction is calculated individually using cross-entropy loss. The new classification

loss is defined by:
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Figure 2.4: Partial architecture of super-class guided model in VGG-16. The modification is
after the 4th max pooling layer (10th layer) of the original VGG-16 network. The feature map at
this stage is a 2× 2× 32 tensor. Upper: The original model has 3 convolutional layers and one
max pooling layer, followed by 3 fully connected layers. Lower: Only 2 convolutional layers and
1 fully connected layer are used in super-class branch (SCB) for easier super-class prediction. The
finer class branch (FCB) has the same depth as the original architecture. The input of FCB’s fully
connected layers is the concatenation of the feature maps from SCB and FCB.
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Super Class Finer Class
aquatic mammals beaver dolphin otter seal whale
fish aquarium fish flatfish ray shark trout
flowers orchids poppies roses sunflowers tulips
food containers bottles bowls cans cups plates
fruit and vegetables apples mushrooms oranges pears sweet peppers
household electrical devices clock computer keyboard lamp telephone television
household furniture bed chair couch table wardrobe
insects bee beetle butterfly caterpillar cockroach
large carnivores bear leopard lion tiger wolf
large man-made outdoor things bridge castle house road skyscraper
large natural outdoor scenes cloud forest mountain plain sea
large omnivores and herbivores camel cattle chimpanzee elephant kangaroo
medium-sized mammals fox porcupine possum raccoon skunk
non-insect invertebrates crab lobster snail spider worm
people baby boy girl man woman
reptiles crocodile dinosaur lizard snake turtle
small mammals hamster mouse rabbit shrew squirrel
trees maple oak palm pine willow
vehicles 1 bicycle bus motorcycle pickup truck train
vehicles 2 lawn-mower rocket streetcar tank tractor

Table 2.1: Super-class and finer class groups for CIFAR-100

Loss = (1−α)LossFC +αLossSC (2.1)

where α (∈ (0,1)) determines which loss to focus on. For example, a greater α trains super-

class branches faster. The features generated from backbone networks are biased more towards

super-classes.

Inference: At the inference stage, the basic architecture is the same as training. The SCB

first generates the super-class confidence scores. Then, the original branch produces the finer class

confidence scores. To obtain the final prediction, we experimented with two setups.

1. Two-step inference (TSI) predicts super-class by finding the maximum confident score from

SCB. Then, it takes the corresponding finer class scores into consideration. We notice there

are sometimes conflicts between the super-class and finer-class predictions if we analyze the

two branches individually. This setup uses the more accurate super-class results to guide
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finer class tasks. Thus, the finer class branch only needs to choose between categories within

one super-class. The final confidence score is calculated by applying softmax layer to only

the corresponding finer class outputs from fully connected layers. Using this setup, even

when the final finer class predictions are incorrect, we still likely have the correct super-class

results, thus resulting in less serious consequences.

2. Direct inference (DI) directly generates classification results from the finer class branch

without even computing the super-class prediction. The features generated by SCB are con-

catenated to the original features to produce the final confidence scores. Any computation

starting from fully connected layers in SCB is discarded. This setup saves the time that

is otherwise needed to go through the fully connected layers in SCB and the algorithm to

find finer classes corresponding to the super-class prediction. During training, the finer class

branch learns across all finer classes, not limited to just the classes within one super-class.

Therefore, the original finer class branch has already learned how to work with SCB features

to yield the correct class prediction on its own.

2.4 Experiments

We conduct our experiments for two tasks, image classification and object detection. We use

VGG-16 [1] as the base network for both tasks. It is chosen because it is a simple and widely

used network. For α value in Equation 2.1, we choose 0.5 so that SCB and FCB have equal

contributions to the classification loss. For image classification, results are tested on CIFAR-100

[102], which consists of 50k training images. Object detection task uses MS COCO [5]. The

detailed information will be presented in the corresponding subsections.

2.4.1 Classification Dataset

CIFAR-100 is a dataset with tiny images of 32×32 resolution. It has a total of 60k images, with

50k in the training set. They are evenly distributed among 100 finer classes, with 600 images each.
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This dataset is chosen because it also provides its own 20 superclasses, as shown in Table 2.1. Each

superclass has 5 finer classes. The evenly distributed pattern eliminates other factors and helps us

to analyze our modified architecture. To evaluate the performance, we simply use the accuracy

calculated from all test images.

The idea of super-class is to create a hierarchy that classes at each level should have the same

semantic level. From Table 2.1, we can see the super-class categories in CIFAR-100 are not op-

timal. For example, trees and small mammals are obviously not at the same level. In fact, trees

is a level higher in ImageNet [103]. Further performance improvement is expected under well-

designed hierarchy. But in this paper, we just implement the basic version to evaluate the effect.

2.4.2 Classification Model Architecture

In our image classification task, we choose VGG-16 [1] as the starting point. The comparison

between the original architecture and our super-class guided architecture is shown in Figure 2.4.

Most of the architecture is kept the same. Our modification starts after the 4th max pooling layer.

The super-class branch is shallower than the original network, while the finer-class branch (FCB)

has the same depth as the original network. The difference in the FCB is the input of the fully con-

nected layers. The concatenation results in a 1024-channel feature map, while the original network

only has 512 channels. We design a 1-level fully connected layer in SCB since predicting super-

class is comparatively easier. In the next subsection, we will show that this shallower network has

satisfactory results.

The learning rate is set to be 0.1 initially for all training. We decay the learning rate at epochs

60,120, and 160 with a rate of 0.2. We also adopted a training strategy, warmup [3; 104]. Using a

less aggressive learning rate at the start prevents the model from getting unstable at the beginning

stage of training. In our experiments, we set the first epoch as the warmup stage, and used a batch

size of 128.
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Model Accuracy (%) Epoch Inference Time # Params
VGG-16 72.15 197 2.06ms 34.0M
SG with TSI 72.78 195 2.78ms 40.8M
SG with DI 72.84 180 2.42ms 40.8M

Table 2.2: Results on CIFAR-100

Mismatch Correct SC Correct FC Correct Combined
537 189 132 113

Table 2.3: Error analysis on SGNet model at epoch 180

2.4.3 Classification Results

We report the results from the original VGG-16, SGNet with two-stage inference (TSI) and direct

inference (DI) in Table 2.2. All the experiments are conducted on an NVIDIA TITAN Xp GPU.

The performance is compared using top-1 accuracy. Other metrics are also listed to thoroughly

evaluate our proposed SGNet.

From Table 2.2, we can see that SGNet with DI achieves the best performance, improving

the original VGG-16 by 0.69%. SGNet with TSI also performs better than the original network,

closely trailing behind DI by 0.06%. In fact, from all test results at the end of each epoch, DI

consistently outperforms TSI. To analyze why DI performs better, we take the model from epoch

180. As introduced in Section 2.3, both inference strategies share the same model with the only

difference being the inference algorithm.

In Table 2.3, we show the error analysis. The SCB and FCB in the model generate super-

class prediction and finer-class prediction respectively. The mismatch in Table 2.3 is caused by

the predicted finer class not being under the predicted super-class. In all 10,000 testing images,

537 samples of such mismatch are found. Of the 537 mismatched predictions, FCB is proven to

be correct in 132 of those images, but SCB has a better result with 189 correct predictions. In

TSI, only 113 images are predicted correctly after combining both SCB and FCB results, which is

less than DI. Therefore, if the finer class accuracy is the only thing that matters, then DI performs

better. Note that it has more super-class prediction errors. TSI actually makes less serious mistakes

in prediction. So it really comes down to the application that determines which inference is better.

If the consequence of a super-class error is severe, then TSI is actually preferred.
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Figure 2.5: Training loss on CIFAR-100

In Table 2.2, we also show the number of parameters in the networks we experimented with.

The SGNet slightly increases the model size from 34.0 million parameters to 40.8 million. Cor-

respondingly, the inference time is also increased a little bit. From the test result, we can see that

SGNet achieves better performance than the original network. The loss curve is shown in Fig-

ure 2.5. The loss values are normalized to [0,1] for the convenience of comparison. Figure 2.5

indicates that our model converges faster than the original VGG-16, especially at the early stage of

training.

2.4.4 Detection Datasets

MS COCO [5] is a large-scale image dataset that can be used for object detection, object seg-

mentation, etc. For the object detection task, it has 80 object categories. It can be divided into

12 superclasses, as shown in Table 2.4. We can see that each super-class has a different number

of finer classes. We use MS COCO’s 2014 train + 2014 val - 2014 minival as the

training set and 2014 minival as the validation set. The performance is evaluated using MS

COCO’s metrics APs at different IoUs (from 0.50 to 0.95) and APs for different object sizes.
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Super Class Finer Class
person person
vehicle bicycle, car, motorcycle, airplane, bus, train, truck, boat
outdoor traffic light, fire hydrant, stop sign, parking meter, bench
animal bird, cat, dog, horse, sheep, cow, elephant, bear, zebra, giraffe
accessory backpack, umbrella, handbag, tie, suitcase
sports frisbee, skis, snowboard, sports ball, kite, baseball bat, baseball glove, skateboard, surfboard, tennis racket
kitchen bottle, wine glass, cup, fork, knife, spoon, bowl
food banana, apple, sandwich, orange, broccoli, carrot, hot dog, pizza, donut, cake
furniture chair, couch, potted plant, bed, dining table, toilet
electronic tv, laptop, mouse, remote, keyboard, cell phone
appliance microwave, oven, toaster, sink, refrigerator
indoor book, clock, vase, scissors, teddy bear, hair drier, toothbrush

Table 2.4: Super-class and finer class groups for MS COCO

2.4.5 Detection Model Architecture

We implement our network based on Faster RCNN [38]. For the backbone network, we chose

VGG-16 [1]. We increased the output channel of the classification branch in Faster RCNN. As a

two-step detector, Faster RCNN generates C scores for each RoI as shown in Figure 2.3a, where

C is the number of classes. Therefore, in the original model, C is 81, background class plus 80

classes. In our method, we extend C to 94 (= 13+81), where 13 is one background class plus 12

super-classes. Then, we split the final 94-element array into super-class and finer-class portions.

In this detection task, we adopt a simpler learning rate strategy. It starts with 10−2 and decays

every 5 epoches with the decay rate of 0.1. When reading the image, we use a scale of 800 and the

maximum size is 1200 pixels.

2.4.6 Detection Results

The detection results on MS COCO are reported in Table 2.5. SGNet achieves better overall AP

by 0.6% compared to the original VGG-16. It is evident that our model has greater improvements

when the IoU threshold is smaller. At an IoU of 0.50, our model improves the AP by 1.1%. In

addition, SGNet has the best effect when detecting large objects. This is caused by the components

of the final loss in the training phase. In SGNet, the loss is the sum of Lsc, Lfc, and Lbbox. Two

terms in the loss are focused on training classification tasks. Therefore, the weight on the bounding
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Model VGG-16 SGNet
Detect Time 43.0ms 43.4ms
# Params 138.06M 138.11M
AP 28.6 29.2
AP50 48.6 49.7
AP75 30.3 30.8
APS 12.8 12.5
APM 32.5 33.2
APL 40.3 41.2

Table 2.5: Results on MS COCO. VGG-16 and SGNet achieve best performance at epoch 15 and epoch 25 respec-
tively. All experiments are carried out on one NVIDIA TITAN Xp GPU.

box training is subsequently reduced. As shown in Table 2.5, the size and the inference time of the

proposed detection model are almost the same as the original VGG-16 model, while the average

precision is increased by 0.6%.

2.5 Conclusion

In this paper, we have proposed a super-class guided network to integrate high-level knowledge into

current image classification and object detection models. The proposed model integrates feature

maps from both SCB and FCB to guide the finer class prediction. By creating an SCB model,

we are able to add high-level knowledge hierarchy in the form of two-level class annotations.

Extensive experiments have been performed on CIFAR-100 and MS COCO datasets. The results

demonstrate the proposed SGNet can improve the performance of both image classification and

object detection. The proposed network can be easily plugged into most existing models.
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Chapter 3

Location-Aware Box Reasoning for Anchor-Based Single-Shot

Object Detection

Abstract

In the majority of object detection frameworks, the confidence of instance classification is

used as the quality criterion of predicted bounding boxes, like the confidence-based ranking

in non-maximum suppression (NMS). However, the quality of bounding boxes, indicating

the spatial relations, is not only correlated with the classification scores. Compared with the

region proposal network (RPN) based detectors, single-shot object detectors suffer the box

quality as there is a lack of pre-selection of box proposals. In this paper, we aim at single-

shot object detectors and propose a location-aware anchor-based reasoning (LAAR) for the

bounding boxes. LAAR takes both the location and classification confidences into consid-

eration for the quality evaluation of bounding boxes. We introduce a novel network block

to learn the relative location between the anchors and the ground truths, denoted as a local-

ization score, which acts as a location reference during the inference stage. The proposed

localization score leads to an independent regression branch and calibrates the bounding

box quality by scoring the predicted localization score so that the best-qualified bounding

boxes can be picked up in NMS. Experiments on MS COCO and PASCAL VOC bench-

marks demonstrate that the proposed location-aware framework enhances the performances

of current anchor-based single-shot object detection frameworks and yields consistent and

robust detection results.
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3.1 Introduction

Deep networks have been dramatically driving the progress of computer vision, bringing out a

series of popular models for different vision tasks [105][106], like image classification [77][107],

object detection [108][109], crowd counting [85], depth estimation [23], and image translation

[110]. Object detection plays an important role and serves as a prerequisite for numerous com-

puter vision applications, such as instance segmentation, face recognition, autonomous driving,

and video analysis [111; 26; 112; 113; 114]. In recent years, the performance of object detectors

has been dramatically improved due to the advancement of deep network structure, well-annotated

datasets, and effective optimization algorithms [50; 115].

In this paper, we aim at single-shot object detectors that yield a better trade-off between ac-

curacy and speed, indicating a trend for future frameworks [49; 82]. We reveal the problem of an

inadequate quality criterion for anchor-based bounding box candidates, which is very important

for model optimization and detection evaluation. The reason lies in that the quality of bounding

boxes should reflect both the spatial location accuracy and the classification probability. While as

far as we know, in current deep learning-based object detection pipelines, the scores of the bound-

ing boxes are shared with box-level classification confidence, which is predicted on the proposed

features by the classifier. Most importantly, we cannot obtain the location assessment during the

inference stage due to the deficiency of labels. It is insufficient to use the classification confidence

to measure the bounding box quality since it only serves for distinguishing the semantic categories

of proposals, while it is not aware of the assessment towards localization accuracy. The misalign-

ment between classification confidence and bounding box quality is illustrated in Figure 3.1, from

which we can see that, although the object instances obtain a high classification confidence score,

the box-level localization is not unanimously accurate. If a predicted object is not scored properly,

it might be mistaken as a false positive or negative, affecting the NMS process and leading to a

decrease in average precision (AP). It is evident that the lack of effective scoring metrics towards

the localization quality tends to impair the evaluation.

In this work, we focus on a more reasonable and effective scoring metric for anchor-based
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Figure 3.1: Demonstrative detection results on MS COCO [5]. The predicted bounding boxes have
high classification scores while the localization is misplaced or interceptive. The left two images
show misplaced cases in which the zebra is located by a much larger region, and the car is not an
actual object. The airplanes in the right two images are partially located, while all of them have
high confidence scores. Our method predicts the spatial relation between box proposals and their
possible targets so that interception and misplacement can be minimized.

bounding box proposals. Different from most previous works that either pursue high-quality classi-

fication boxes or focus on score correction working on two-stage object detectors, we demonstrate

that there is room for further improvement for popular anchor-based single-shot object detection

models by introducing calibrated quality scores that take the location confidence into considera-

tion. Compared with RPN-based frameworks, single-shot object detectors highly depend on qual-

ified box proposals as there is no pre-sift scheme. As anchor-based methods, they are sensitive to

location information, which brings challenges for box sifting. To solve this issue, we propose a

calibrated quality score (CQS) for each box proposal to realize the location awareness. The lo-

calization score indicates the spatial relation to its most probable target ground truth and ranks the

proposals based on the calibrated quality score rather than the classification confidence.

In anchor-based single-shot object detection, the bounding box proposals are regressed by the

space shift relative to the anchors. Thus, the spatial relationship of an anchor and an object ground

truth depicts an expectation or estimation of the location relationship between the corresponding
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box proposal and the target, as depicted in Figure 3.2. Inspired by the Average Precision (AP)

metric of object detection using pixel-level Intersection-over-Union (IoU) between the predicted

bounding box and its ground truth to describe the quality of predictions, we propose a network

module to learn the IoU between the anchors and the ground truth directly. For the convenience of

discussion, we call it AIoU. We adopt the proposed locscore to learn this AIoU during the training

time, and when given the locscore in the test phase, the quality of bounding boxes is reevaluated by

integrating locscore into the classification confidence so that the reasoned box proposals are aware

of both the location information and the semantic categories.

Compared with localization and classification regressions that take the ground truths from the

labeled dataset, the learning for AIoU only needs to calculate the IoU between the anchors and

the ground truths as a target, without further labeling the dataset. Within a detection model, we

implement the locscore prediction network as the locscore head, which takes the feature outputs

and the calculated AIoU as inputs, and is trained with a common regression loss. We implement

object detection experiments with the proposed location-aware anchor-based box reasoning mod-

ule on popular single-shot object detectors. The results demonstrate that our method can promote

the performance of object detection and yield consistent and robust detection results. The main

contributions of our paper include:

C1. We propose a novel bounding box reasoning method that is aware of the spatial relationship

between the box proposals and the probable target ground truth. It is one of the first algorithms

that address the issue caused by scoring bounding box proposals only by the classification

probability.

C2. This is the first location-aware detection framework designed for the single-shot networks

that naturally take the pools of anchor-based box proposals as candidates, ensuring a one-shot

learning fashion.

C3. The proposed plug-in locscore head can be integrated with any single-shot detection networks

and regressed easily in an end-to-end fashion. By calibrating the detection quality with loc-

score, the bounding boxes can be penalized if it has high classification confidence while rela-
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AIoU=0.214 AIoU=0.214 AIoU=0.286

AIoU=0.071 AIoU=0.107 AIoU=0.143

Box Proposals with Predicted Locscore

Ground Truth

Loss

Figure 3.2: AIoU Definition and the Locscore illustration. AIoU as the target of the proposed
locscore only needs the input image and its corresponding ground truth. In the fashion of convo-
lution, we evaluate the default boxes with multiple scales at different anchor bases, as the yellow
and purple color lumps shown in this figure. For each default box (represented by the blue dotted
rectangular), in addition to predicting the shape offsets and the confidence scores as conventional
detectors, we also predict the locscore which assesses the possibility of how close the object is to
the ground truth. The locscore is learned towards the AIoU calculated by the anchor box and the
ground truth, which is denoted by the red angular box in this figure. Specifically, the locscore of
a box proposal is learned to match the AIoU between its corresponding anchor box and a certain
ground truth box.

tively poor localization accuracy.

C4. We demonstrate the effectiveness of the location-aware anchor-based box reasoning scheme

through extensive experiments. By introducing the proposed calibrated quality score into the

evaluation metric of box proposals, the detection performance is further improved.

3.2 Related Work

3.2.1 Object Detection

Multiclass object detection is a core task in the context of deep learning-based computer vision

projects, which is the joint work of the classification towards contents and the localization towards

bounding boxes of instances. Most of these methods adopt the CNN [116] based bounding box

and classification regressions, followed by a Non-Max Suppression (NMS) algorithm to sift best-

qualified box proposals.
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Bounding box regression was first introduced in R-NN [39]. It enables regions of interest

(ROI) to estimate the updated bounding boxes with the purpose of better matching the nearest

object instance. Prior works, from Fast R-CNN, Faster R-CNN [38], R-FCN [117], to YOLO [42],

SSD [49], RetinaNet [50], and RefineDet [51], have demonstrated that the detection task can be

improved with multiple bounding box regression stages [118], flexible anchor matching [115], the

increase of the number of anchors, and the enlargement of the input image resolution, including

image pyramids [47]. Among them, the most widely-used and efficient technique is the anchor-

based multibox algorithm that can handle scale variation, one of the challenging problems for

one-shot object detection. Anchor boxes are designed for discretizing the continuous space of all

possible instance boxes into a finite number of boxes with predefined locations, scales, and aspect

ratios [119]. The created instance boxes are regressed to match the ground truth bounding boxes

based on the Intersection-over-Union (IoU) overlap, by location shift at a certain base anchor with

the predefined locations.

However, there exist underlying limitations. On one hand, the quality of the proposed bounding

boxes is only measured by the classification score, leading to the misalignment between the box

score and box quality. Due to the unreliability of the box score, a proposal with higher IoU against

the ground truth will be ranked with low priority if it obtains lower classification confidence. In

this situation, the Average Precision (AP) can be degraded. On the other hand, compared with

RPN [38], the anchor-based technique is more sensitive to box quality especially for the consis-

tency of classification confidence and location accuracy since there is no pre-sift scheme for box

proposals in the one-stage case.

3.2.2 Detection Scoring and Correction

The misalignment of the box score and actual quality has aroused much attention and several cor-

rection methods have been proposed in recent years. Tychsen-smith et al. [120] presented a Fitness

NMS that corrects the detection score by learning the statistics of best matching detected bounding

boxes with the ground truth as a corrective factor. It formulates box IoU statistics prediction as
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the classification task. It is specifically designed for Denet [121], which restrains its application to

arbitrary object detection frameworks.

Jiang et al. [122] proposed a standalone IoU-Net which is based on a similar R-CNN structure

with a proposal pre-sift scheme to predict IoU between the predicted boxes and the ground truths.

It manually designs bounding box filtering as an addition to the data pool of box proposals. The

IoU-guided NMS ranks bounding boxes by the predicted localization confidence rather than the

conventional classification confidence. Cheng et al. adopted a separate network to correct the

scores of samples by processing false-positive samples [123]. SoftMax [124] proposed to use the

overlap between two boxes to correct the low score box. Neumann et al. [125] proposed a relaxed

softmax to predict the temperature scaling factor in standard softmax for safety-critical pedestrian

detection. Both of the two approaches are designed for the two-stage R-FCN based models, relying

on the clean proposal data pool. Wu et al. proposed the IoU-aware approach scores the location

results while it is merely a RetinaNet based detector [126], not an arbitrary method.

Different from the above methods, this study focuses on the essence of the evaluation towards

anchor-based box reasoning in single-shot frameworks. We assign each predicted box with a loca-

tion score by making aware of the spatial relation between its based anchor and the ground truth.

The proposed approach takes both the classification confidence and the location accuracy into con-

sideration to create a complete evaluation of instance box quality so as to narrow the gap between

the box score and the actual quality. Furthermore, we build an independent regression branch in the

single-shot object detection framework that learns the location confidence specifically and merges

this information into the box quality evaluation metric of NMS so as to obtain a more reliable

priority ranking.
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Figure 3.3: The network architecture of object detection with location-aware anchor-based rea-
soning. The input image is fed into the backbone network to generate feature maps with RoI
information. The Locscore Branch is the standard component of the improved model. It takes the
output features from the backbone network as inputs and provides a predictive locscore at the end,
where its layer structure just follows the classification branch or the localization branch.

3.3 Location-Aware Box Reasoning

3.3.1 Motivation

In current object detection frameworks, the classification and localization regressions are taken as

two independent processes. The evaluation towards a detection hypothesis, the detected bounding

box, is determined by the highest-ranked element in the classification scores. However, there exist

certain situations where the predicted box with a high classification score has low localization

accuracy. This kind of hypothesis is harmful in most detection evaluation protocols, such as MS

COCO. It is important that a detector can determine when the detection results are trustworthy

and when they are not. This motivates us to integrate the localization score by location-aware

anchor-based reasoning for every predicted bounding box based on an anchor position.

Most previous methods do not consider location confidence as one of the evaluation factors

that contribute to the box quality [120][123] [124][125] and the majority of them are designed as

specific detectors or merely applied for two-stage detectors with the pre-sift scheme. Although

IoUNet obtains competing results with the proposed IoU-guide NMS algorithm that takes local-

ization confidence into consideration, it ranks the boxes only by the localization confidence which
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highly relies on the clean data pool of proposals produced by two-stage detection models. It is hard

to apply it in a single-shot fashion. We propose the location-aware anchor-based box reasoning that

focuses on arbitrary single-shot detectors for a better trade-off between accuracy and efficiency.

We instantiate the location-aware reasoning module by showing how to apply it to the anchor-

based single-shot detectors. Without loss of generality, we apply the proposed module to the

state-of-the-art RetinaNet and SSD with an additional Locscore head that learns the IoU between

the anchor and ground truth, and demonstrates our design from the following aspects: 1) how to

realize location awareness for anchors; 2) how to create the branch of location score in the network;

and 3) how to generate location-aware anchor-based reasoning during inference time.

3.3.2 Location Awareness

From the perspective of conception, location awareness is simple. In anchor-based detectors, the

introduction of location awareness supplements the evaluation towards the quality of the bounding

boxes from the perspective of location accuracy. It is realized by learning the IoU between the

anchors and ground truths, producing the localization scores.

Localization Score We begin with briefly reviewing the evaluation metric towards the bounding

box proposals. Following the anchor-based detection, the proposals are created based on anchors

with various scales at different positions on the feature maps. The network extracts features from

the backbone and performs proposal classification and bounding box regressions respectively. The

former one yields confidence scores regardless of the location reference, while the latter one re-

gresses the space migration of candidates. Although the predicted bounding boxes with classifi-

cation confidence and location prediction, the quality of the box candidates can only be evaluated

by the confidence score, without localization assessment. This is due to the lack of ground truth

as a reference during the inference stage. Thus, there is a gap between the current metrics and the

actual need for evaluating the quality of box proposals.

We define P(lc|a j) as the localization score by learning the pixel-level IoU between bounding
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box a j and any object ground truth b j. We define it as "AIoU".

AIoU = IoU(a j,b j) (3.1)

In ideal anchor-based detectors, the object is detected by three elements: anchor, box proposal,

and object ground truth. Conventionally, we build the direct correspondence between the anchors

and the boxes by regressing space shift, and the relations between the boxes and the object ground

truths by matching features. However, there is no direct depiction of the relationship between the

anchors and object ground truths, where an underlying location link exists. The introduction of

the location score complements the relational structure of the three essential elements and further

calibrates the quality criterion of bounding box proposals by the definition expressed below.

S(a j) = P(c|a j) ·P(lc|a j) (3.2)

where P(c|a j) denotes the confidence score, and S(a j) is defined as the calibrated quality criterion

of the bounding box proposals. Thus, S(a j) should work well on two tasks: indicating the right

category that the box belongs to and regressing the IoU of the proposals and the foreground objects.

3.3.3 Localization Score Regression

Locscore Head Conventionally, classification and regression are two independent branches for

all object categories. Without loss of generality, we introduce the Locscore Head as the third

independent branch to predict the IoU between anchors and object ground truths. This head simply

follows the layer structure of the other two existing heads so as to save the network characteristics

and the advantages of the framework. Thus, it can be implemented as a plug-in module and be

integrated with any arbitrary single-shot object detection model.

The Locscore Head receives the concatenation of features from the output layer of the network

as its inputs. It predicts the localization score for each anchor box on the feature maps, which

depicts the location relations between the box and the target ground truth. In anchor-based object
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detection, each predicted bounding box is created based on a certain anchor and regressed loca-

tion migration. Thus, according to this correspondence among the three elements, each predicted

bounding box proposal corresponds to one anchor so that the box would be assigned a localiza-

tion score indicating the maximum possibility that it is related to an object from the perspective of

localization.

Based on the analysis above, since the Locscore Head shares the same concatenated features

with the other two Heads, classification, and box regression, the predicted three elements have an

inner congruent relationship. The Locscore Head, thus, can be taken as an independent regression

branch and treated as an individual learning task.

We define the Locscore Loss to regress the Localization Score. It follows the loss definition

for classification regression. Then the Locscore Head is integrated into an anchor-based object

detection framework, and the whole network can be trained end-to-end. Specifically, we define the

classification loss and box regression loss as Lcl and Lbb, respectively. In addition, we introduce

locscore loss Llc as another penalty item to the cost function, as shown below,

L∗ = λ1 ∗Lcl +λ2 ∗Lbb +λ3 ∗Llc (3.3)

where L∗ denotes the final loss function. In all experiments, we adopt equal weights for the three

loss items in consideration for stability, so that λ1 = λ2 = λ3 = 1. The locscore loss forms a lower

bound in the space localization, and by training, we further pull down this lower bound.

3.3.4 Box Reasoning during Inference

Calibrated Quality Score (CQS) We define and propose a calibrated quality score by introduc-

ing localization confidence into the assessment of the predicted bounding box proposals. Thus, the

quality score is disintegrated into two data spaces, where both classification confidence and loca-

tion accuracy are taken into consideration, as shown in Equation 3.2. This CQS during inference

time becomes a new criterion for the sifting of qualified candidates. It complements the defect
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of independent classification and location regressions that lead to the deficiency of localization

reference during inference time.

Inference At the inference stage, the proposed candidates with coordinates, conferences, and

localization scores are integrated into the non-maximum suppression (NMS) algorithm. Different

from its classical counterparts, the NMS in our model does not rank the box proposals merely by

classification probabilities in the first step. Instead, we use the CQS as the ranking criterion so as

to push the box candidates to indicate the spatial relations with potential objects, in terms of the

initial idea that the quality of bounding boxes is tightly correlated to both the spatial information

and classification confidence. We assume the saved boxes after the above sifting are qualified

candidates. But in order to weaken the sensitivity towards the less qualified proposals for the

single-shot models, we adopt the confidence cluster [122] to further enhance the reliability of the

sifted boxes by updating the confidence score Si of box i with Si = max(Si,S j), where j indicates

box j that is deleted by box i in NMS. Details are shown in Algorithm 1.

Specifically, suppose the network outputs N bounding boxes, the NMS firstly ranks them by the

proposed CQS, then we follow the same procedure to remove the candidate boxes which overlap

each other over a threshold of ε = 0.5. At last, the top-k scored boxes are selected and fed into the

output head to generate multi-class boxes.

3.4 Experiments

We conduct experiments on the detection tasks of the MS COCO [5] and PASCAL VOC [127]

datasets. MS COCO contains 80 object categories, we follow COCO 2017 settings, using the

115k images train split for training, 5k validation split for results analysis. The COCO results are

reported by its evaluation metrics AP (Average Precision over IoU thresholds), including, AP@0.5

(IoU equals 0.5), AP@0.75 (IoU equals 0.75), AP (averaged on AP over IoU thresholds from 0.5-

0.95 with a step size of 0.05), APS, APM, APL (AP at different scales of objects). In the VOC

experiments, we follow the same practice as in the literature, the models are trained on the union
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Algorithm 1 Location-Aware Box Reasoning. Classification confidence and localization score
are independently regressed during the training time but the two values are taken as combined
consideration during the inference time when evaluating the anchor-based box proposals.
Input: B, Pc, Plc, ε .
B: set of anchor-based bounding box proposals.
Pc: classification confidence by mapping fc.
Plc: localization score by mapping flc.
ε: IoU threshold in NMS.
Output: D, set of detected boxes with classification confidence Pc.

1: D←∅
2: while B ̸= ∅ do
3: S← Pc × Plc
4: bm← argmaxi S(bi)
5: Sm← S(bi)
6: Pm← Pc(bi)
7: B← B\bm
8: for b j ∈ B do
9: if IoU(bm, b j) > ε then

10: B← B\b j
11: if classification cluster then
12: Pm← max(Pc(b j),Pm).

13: D← D∪{⟨bm,Pm⟩}
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of PASCAL VOC2007 and 2012 trainval set (16,551 images) and tested on PASCAL VOC 2007

test set (4952 images). The overlap threshold for each one of the 20 categories in VOC is set to

0.5.

3.4.1 Implementation Details

We adopt the consistent location-aware box reasoning (LAAR) framework for all experiments. We

use the ResNet-50 based FPN network and VGG-16 based SSD network for the ablation study,

respectively. For ResNet-50 FPN, the input images are resized with a minimum 608px along the

short axis and a maximum of 1024px along the long axis for both training and test. We train the

network and choose the model at the epoch that yields the best performance. The learning rate

is reduced by the Plateau strategy, the same as that of the original RetinaNet. For SSD, the input

images are resized to 300×300 for both training and testing, as the common rule in literature. The

rest of all configurations are identical to the realization in [49]. We train the network for 120,000

iterations and decrease the learning rate after 80,000 and 100,000 iterations. The optimizer for

RetinaNet experiments is Adam with an initial learning rate of 0.00001, and for SSD experiments

is SGD with a momentum of 0.9. In the test, all the results are evaluated by the NMS, where the

top-100 score detection is retained for each image.

Learning Scenarios In order to identify the gains of locscore regression constraint and location-

aware box reasoning respectively, we intentionally design independent learning scenarios where

we do solo locscore regression constraint without quality score calibration, the complete LAAR

detection framework with CQS, and the complete LAAR detection with CQS and confidence clus-

ter. We list them as follows:

• Independent Locscore Constraint (ILC): We introduce the locscore regression during training

time while not considering the predicted locscore to calibrate the classification score during

the inference period.
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• Locscore Constraint with CQS (LC): We conduct complete location-aware box reasoning

with the given detector, which means we add locscore regression constraint during training

and introduce the calibrated quality score by the predicted locscore during the test time.

• Locscore Constraint with CQS and classification cluster (LC+CS): Based on LC, we intro-

duce the classification cluster after calibrating the quality score by the predicted locscore, as

shown in Algorithm 1.

3.4.2 Ablation Studies

We evaluate the contribution of one important element to our location-aware box reasoning for

object detection, the constraint brought by the Localization Score Regression.

Locscore constraint for better optimization Compared with conventional object detection frame-

works, we introduce the additional constraint term in the loss function by doing the localization

score regression. As far as we know, this is the first time to directly explore the relationship

between the anchors and the ground truths in single-shot fashions. The proposed procedure ex-

plores the predefined prior information of anchor boxes and the ground truths from the perspective

of spatial location. As is known, anchor-based fashion defines fixed anchor positions and their

multiple-ratio variations on a feature map, which means for a certain image, there exist predefined

location relations between the anchor boxes and the ground truths. We introduce this relation in the

penalty function to help constrain the classification and localization regressions. Especially for the

latter one during training, when the coordinates are learned in a deflected direction, there exists a

correction by the locscore regression. This constraint results in better optimization as demonstrated

in Table 3.1 and 3.2.

In Table 3.1, the ILC version leads the original RetinaNet in most cases. For AP0.75, ILC im-

proves the detection accuracy by a rough 1% than the original ResNet. Although the ILC falls

behind APS, it leads by large margins in both APM and APL. In Table 3.2, we obtain consistent

results. In this VOC setting, we list the AP results for all the 20 categories. The ILC shows better
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R-Net R-Net+ILC R-Net+LC R-Net+LC+CS
Backbone R-50 R-50 R-50 R-50

AP 30.4 % 30.9 % 30.7 % 30.9 %
AP0.5 47.3% 47.7 % 47.2% 47.4 %
AP0.75 32.1 % 33.0 % 32.9% 33.2 %
APS 13.9% 13.0 % 12.9 % 13.0 %
APM 33.1 % 34.0 % 33.8% 33.9 %
APL 43.7% 44.1 % 44.2% 44.3 %

Table 3.1: The mAP of RetinaNet on COCO val2017. R-50 indicates ResNet50 with FPN and R-Net refers to
RetinaNet.

Figure 3.4: COCO cases compared between RetinaNet (1st row) and RetineNet+LC (2nd row),
where LC version achieves higher localization accuracy.

mAP than the original SSD and yields clearly higher AP for most categories. These results support

the idea that the introduction of locscore regression yields effectively positive constraints towards

the other two regressions. Thus, the locscore branch boosts the mutual promotion of classifica-

tion and localization, helping to improve the situation when the confidence score and localization

accuracy are opposite, such as when the confidence score is 0.6 and localization accuracy is 0.2

compared to that when the confidence score is 0.2 and localization accuracy is 0.6, which guaran-

tees the feasibility of the proposed approach.
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SSD SSD+ILC SSD+LC SSD+LC+CS
Backbone VGG-16 VGG-16 VGG-16 VGG-16
aeroplane 82.97 % 81.87 % 82.43 % 82.41 %

bicycle 84.18% 83.61 % 83.13% 83.18 %
bird 75.34 % 75.23 % 74.23% 75.56 %
boat 70.98% 70.35 % 70.62 % 70.71 %

bottle 50.44 % 51.97 % 51.62% 51.90 %
bus 84.29% 86.05 % 84.49% 86.03 %
car 86.32% 85.30 % 84.60% 85.53 %
cat 88.12% 88.36 % 87.45% 88.26 %

chair 61.54% 62.18 % 58.82% 62.02 %
cow 79.94% 83.03 % 82.28% 83.18 %

diningtable 77.12% 75.80 % 72.40% 76.20 %
dog 85.05% 84.31 % 82.38% 84.13 %

horse 87.60% 87.03 % 85.92% 87.68 %
motorbike 82.84% 82.95 % 81.83% 83.50 %

person 78.98% 79.09 % 77.71% 79.12 %
pottedplant 52.17% 51.94 % 50.27% 51.45 %

sheep 78.61% 77.40 % 75.40% 77.05 %
sofa 78.33% 80.29 % 77.49% 80.12%
train 87.88% 86.65 % 84.80% 87.71%

tvmonitor 76.33% 77.29 % 74.93% 77.10%
mAP 77.45% 77.53 % 76.14% 77.64%

Table 3.2: mAP of SSD on VOC2017. The category name indicates its corresponding AP result.

3.4.3 Quantitative Results

We extensively evaluated the proposed method with two popular detectors, SSD and RetinaNet,

on Pascal VOC 2007 and COCO val2017, respectively. We also compared the proposed algorithm

with state-of-the-art methods, SoftMax [120] and IoUNet [122]. Since these methods are confined

to the application of R-CNN based two-stage frameworks, they are highly dependent on the pre-sift

scheme by RPN, where the proposal pool could already be regarded as clean data. The proposed

method aims at anchor-based single-shot detection models without the pre-sift scheme, where

the anchor-based produced boxes can be regarded as rough candidates. We conduct experiments

and verify that we can not directly introduce the above algorithms in the single-shot fashion as a

comparison, like the one proposed by IoUNet by ranking the boxes using localization confidence.

It leads to a sharp drop in mAP. It is understandable that the produced boxes by anchors are rough

candidates that are unreliable for quality ranking. Therefore, these methods can not be directly

applied to single-shot models.
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Figure 3.5: COCO cases compared between RetinaNet (1st row) and RetineNet+LC (2nd row),
where LC version performs better for hard objects.

Figure 3.6: COCO cases compared between RetinaNet (1st row) and RetinaNet+LC (2nd row),
where LC version has better filtering for low-quality boxes.

To make a fair comparison, we integrate the core idea of IoU-guided NMS produced by IoUNet

to merge the classification cluster into our algorithm and form the ‘LC+CS’, described in lines 11

and 12 of Algorithm 1. We then conduct a comparison and show quantitative results in Table 3.1

and 3.2. From Table 3.1 we can see that, compared with RetinaNet, LC model achieves stable im-

provement in most cases. Specifically, LC obtains better AP, AP0.75, APM, and APL. For AP0.75,

LC achieves an enhancement of 0.8%, and for APM, LC improves by a margin of 0.7%. We can

conclude that, for the detection accuracy with high requests and objects with the most common

sizes, our method exhibits clear advantages. In Table 3.2, the LC version does not lead the rank-

ing although its corresponding ILC version performs better than the original SSD model. This
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reflects the fact that the anchor-based single-shot models are sensitive to location accuracy and the

produced rough candidates have less reliable location outputs than the expectation. From Tables

3.1 and 3.2 we can see that ‘LC+CS’ achieves the best results in both experiments, with over 1%

enhancement in some cases, such as in RetinaNet at AP0.75. The results demonstrate that the in-

troduction of classification clustering could compensate for the uncertainty caused by the location

outputs.

3.4.4 Comparison and Discussion

In this section, we first discuss the quality of the predicted bounding boxes and investigate the upper

bound of the performance of the LAAR model, and analyze the benefits of locscore learning. Here,

all the results are evaluated on COCO2017 validation set using RetinaNet and ReinaNet with the

LC models.

3.4.4.1 Fitter and tighter bounding boxes

In Figure 3.4, It is evident that the LC model predicts higher-qualified boxes than RetinaNet, and

most of the boxes are tighter. Specifically, the boxes for the vase, the eagle, and the truck, are more

accurate, and the box for the chair shows better performance in occluded cases. This demonstrates

that the introduction of locscore learning can improve the accuracy of bounding boxes, and help

select the best proposals that have the maximum alignment between the quality score and box

quality. Tighter boxes in practice can help clear up some current dilemmas in the industry.

3.4.4.2 Better for hard objects

In Figure 3.5, it can be seen that the LC model is able to detect harder objects, like the small

backpacks, the occluded cellphone, and the persons in the audience. These small or occluded

objects are easy to be overlooked during the suppression process, as their classification scores can

be small due to the deficiency of effective features. While with the locscore, the detection score can

be calibrated as these hard objects could probably have high localization scores if they are labeled.
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Thus, the actual detection accuracy can be raised by calibrating the box quality score especially

when the original classification confidence is low.

3.4.4.3 Waiving low-quality boxes

In addition, from Figure 3.6, we can see the LC model is better at sifting out some low-qualified

boxes, like the smaller bus box, the redundant cake, and zebra box. Similarly, this can be explained

by the calibrated quality score. Although some boxes’ classification scores are high, if their lo-

cation scores are low, these boxes can still be regarded as low-quality objects, which could be

disregarded in NMS.

3.5 Conclusion

This paper reveals the problem of object detection score as one of the primary limitations of current

anchor-based single-shot object detectors. To address this issue, we have proposed the localiza-

tion score (locscore) regression and location-aware box reasoning, where the classification score

is aligned with the predicted locsocre so that the localization accuracy is taken into the assessment

of the quality of the bounding box proposals, which has been overlooked in most popular object

detection frameworks. Extensive experimental results show that the proposed approach can consis-

tently improve the detector’s performance to yield reliable bounding boxes. The proposed module

can be directly applied to any single-shot object detection models to improve their performance in

both classification and localization.
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Chapter 4

Robust Structured Declarative Classifiers for 3D Point Clouds:

Defending Adversarial Attacks with Implicit Gradients

Abstract

Deep neural networks for 3D point cloud classification, such as PointNet, have been demon-

strated to be vulnerable to adversarial attacks. Current adversarial defenders often learn to

denoise the (attacked) point clouds by reconstruction, and then feed them to the classifiers

as input. In contrast to the literature, we propose a family of robust structured declarative

classifiers for point cloud classification, where the internally constrained optimization mech-

anism can effectively defend against adversarial attacks through implicit gradients. Such

classifiers can be formulated using a bilevel optimization framework. We further propose an

effective and efficient instantiation of our approach, namely, Lattice Point Classifier (LPC),

based on structured sparse coding in the permutohedral lattice and 2D convolutional neural

networks (CNNs) that is end-to-end trainable. We demonstrate state-of-the-art robust point

cloud classification performance on ModelNet40 and ScanNet under seven different attack-

ers. For instance, we achieve 89.51% and 83.16% test accuracy on each dataset under the

recent JGBA attacker that outperforms DUP-Net and IF-Defense with PointNet by ∼70%.

4.1 Introduction

Point clouds are unstructured data which is widely used in real-world applications such as au-

tonomous driving. To recognize them using deep neural networks, point clouds can be represented
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Declarative defender 
!𝑥 = argmin!∈#𝑓(𝑥, 𝑧; 𝜃)

Network backbone
𝑦 = 𝑔(!𝑥; 𝜔)𝑥 𝑦

Our robust structured declara6ve classifier

𝑧 ∈ 𝑍 is defined in a structural space, e.g., permutohedral lattice space

Figure 4.1: Illustration of robust structured declarative classifiers, where our defender is optimized
in a structural space.

as points [54], images [6], voxels [11], or graphs [67]. Recent works [128; 129; 76; 130; 74; 131;

132] have demonstrated that such deep networks are vulnerable to (gradient-based) adversarial at-

tacks. Accordingly, several adversarial defenders [133; 134; 135] have been proposed for robust

point cloud classification. The basic idea is often to denoise the (attacked) point clouds before

feeding them into the classifiers as input to preserve their prediction accuracy.

Obfuscated gradients. In white-box adversarial attacks, the attackers are assumed to have full

access to both classifiers and defenders. To defend against such attacks, one common way is to

break the gradient over the input data in the backpropagation (either inadvertently or intentionally,

e.g., a defender is non-differentiable or prevents gradient signal from flowing through the network)

so that the attackers fail to be optimized. Such scenarios are called obfuscated gradients. In [136]

Athalye et al. have discussed the false sense of security in such defenders and proposed new meth-

ods, such as Backward Pass Differentiable Approximation (BPDA), to attack them successfully.

Take DUP-Net [133] for example, where a non-differentiable Statistical Outlier Removal (SOR)

defense strategy was proposed. In [76] Ma et al. proposed Joint Gradient Based Attack (JGBA)

that can compute the gradient with a linear approximation (an instantiation of BPDA) of the SOR

defense to attack DUP-Net successfully.

Implicit gradients. Now let us consider the scenarios where both defenders and classifiers are

differentiable. Then in order to defend the adversarial attacks, one way is to make the calculation of

the gradient challenging. To this end, implicit gradients [137] may be more suitable for designing

the defenders. An implicit gradient, ∂y
∂x , is defined by a differentiable function h that takes x,y

as its input, i.e., ∂y
∂x = h(x,y). Such an equation can be also considered as a first-order ordinary
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differential equation (ODE), which is solvable (approximately) using Euler’s Method [138]. Here

we assume that the gradients through the classifiers can be easily computed, which often holds

empirically. To our best knowledge, so far there is no work on designing adversarial defenders for

3D point clouds based on implicit gradients.

Declarative networks. Implicit gradients require equations that contain both the input and output

of a defender. One potential solution for this is to introduce optimization problems as the defenders,

where the first-order optimality conditions provide such equations. In the literature, there have

been some works [139; 140; 141; 137] that proposed optimization as network layers in deep neural

networks. Recently in [142] Gould et al. generalized these ideas and proposed deep declarative

networks. A declarative network node is introduced where the exact implementation of the forward

processing function is not defined; rather the input-output relationship (x 7→ x̃) is defined in terms

of behavior specified as the solution to an optimization problem x̃ ∈ argminz∈Z f (x,z;θ). Here f

is an objective function, θ denotes the node parameters, and Z is the feasible solution space. In

[142] a robust pooling layer was proposed as a declarative node using unconstrained minimization

with various penalty functions such as Huber or Welsch, which can be efficiently solved using

Newton’s method or gradient descent. The effectiveness of such pooling layers was demonstrated

for point cloud classification.

Our approach. Motivated by the methods above, in this paper, we propose a novel robust struc-

tured declarative classifier for 3D point clouds by embedding a declarative node into the networks,

as illustrated by Fig. 4.1. Different from robust pooling layers in [142], our declarative defender is

designed to reconstruct each point cloud in a (learnable) structural space as a means of denoising.

To this end, we borrow the idea from structured sparse coding [143; 144; 145] by representing

each point as a linear combination of atoms in a dictionary. Together with the backbone networks,

the training of our robust classifiers can lead to a bilevel optimization problem. Considering the

inference efficiency, one plausible instantiation of our classifiers, as illustrated in Fig. 4.2, is to de-

fine the structural space using the permutohedral lattice [146; 147; 148], project each point cloud

onto the lattice, generate a 2D image based on the barycentric weights, and feed the image to a
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Point cloud Permutohedral lattice 2D CNN

Figure 4.2: Illustration of our Lattice Point Classifier (LPC).

2D convolutional neural network (CNN) for classification. We call this instantiation Lattice Point

Classifier (LPC).

Our contributions. We summarize our contributions below:

• We propose a family of novel robust structured declarative classifiers for 3D point clouds where

the declarative nodes defend the adversarial attacks through implicit gradients. To the best of our

knowledge, we are the first to explore implicit gradients in robust point cloud classification.

• We propose a bilevel optimization framework to learn the network parameters in an end-to-end

fashion.

• We propose an effective and efficient instantiation of our robust classifiers based on the structured

sparse coding in the permutohedral lattice and 2D CNNs.

• We demonstrate superior performance of our approach by comparing it with the state-of-the-art

adversarial defenders under the state-of-the-art adversarial attackers.

4.2 Related Works

Deep learning for 3D point clouds. Based on the point cloud representations, we simply group

some typical deep networks into four categories. Point-based networks [54; 55; 56; 57] directly

take each point cloud as input, extract point-wise features using multi-layer perceptrons (MLPs),

and fuse them to generate a feature for the point cloud. Image-based networks [58; 59; 60; 61; 6]

often project a 3D point cloud onto a (or multiple) 2D plane to generate a (or multiple) 2D image
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for further process. Voxel-based networks [62; 11; 63; 64; 65] usually voxelize each point cloud

into a volumetric occupancy grid and further some classification techniques such as 3D CNNs are

used for the tasks. Graph-based networks [66; 67; 68; 69; 70] often represent each point cloud

as a graph such as KNN or adjacency graph which are fed to train graph convolutional networks

(GCNs). A nice survey can be found in [71].

Adversarial attacks on point clouds. Such attacks aim to modify the input point clouds in a way

that is not noticeable but can fool a classifier. Attackers can either have a target or not. Targeted

attackers try to fool the classifier to predict a specified wrong class, while untargeted ones do not

care about the predicted class as long as it is wrong. Nice surveys on adversarial attacks can be

found in [149; 150; 151]. Below we summarize some typical attackers for point clouds:

• Point perturbation [72; 73; 74; 75; 76]. Inspired by the Fast Gradient Sign Method (FGSM)

[152], point perturbation-based adversarial attackers, such as recent JGBA [76], have been pro-

posed by adding a small perturbation on each point. Such perturbations are measured by a pertur-

bation distance used in learning the adversarial examples. For instance, in [72] the perturbation

is constrained onto the surface of an ε-ball.

• Point addition [74; 131; 73]. Independent point attackers initially pick some points from target

classes, add small perturbations to them, and finally append these points to the victim point

clouds. Cluster attackers similarly pick the most critical points and then find a specified number

of small point clusters to append to the victim point clouds. Object attackers attach foreign object

point clouds to the original point clouds by scaling and moving the foreign objects to the center

of the clusters obtained in the same way as cluster attackers do.

• Point dropping. As an important strategy, adversarial attackers can pick some critical points from

each input point cloud, and drop them to fool the classifier. However, dropping points is a non-

differentiable operation. To address this issue in learning, Zheng et al. [153] proposed creating

saliency maps by viewing dropping a point as moving this point to the cloud center. Wicker et

al. [131] designed an algorithm to iteratively find the points to drop by minimizing a predefined

objective function, similarly in [73].
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• Others. Hamdi et al. [154] proposed a transferable adversarial perturbation attacker based on

an adversarial loss that can learn the data distribution. Zhao et al. [13] proposed a black-box

(i.e., no access to the models) attacker with zero loss in isometry, as well as a white-box (i.e.,

full access to the models) attacker based on the spectral norm. LG-GAN [128] is a generative

adversarial network (GAN) based attacker that learns and incorporates target features into victim

point clouds. Backdoor attackers were proposed in [129; 155; 156] to trick the 3D models

by inserting adversarial point patterns into the training set so that the victim models learn to

recognize the adversarial patterns during inference.

Adversarial defense on point clouds. Adversarial defenses aim to denoise the input point clouds

to recover the ground-truth labels from the classifiers. Nice surveys on adversarial defenses can be

found in [149; 150; 151]. Below we summarize some typical defenders for point clouds:

• Statistical outlier removal (SOR) [157]. SOR can be used to remove local roughness on the

(smooth) surface as a means of defense. SOR is not differentiable, producing obfuscated gradi-

ents for defenders. DUP-Net [133] uses SOR and an upsampling network to reconstruct higher-

resolution point clouds. Similarly, IF-Defense [134] utilizes SOR, followed by a geometry-aware

model to recover the surface by encouraging evenly distributed points. However, such defenders

have been demonstrated to be attackable successfully in [158; 76]. Dong et al. [159] proposed

replacing SOR with an attention mechanism.

• Random sampling. Yang et al. [73] suggested that 3D models with random sampling are robust

to adversarial attacks. PointGuard [135] proposed majority voting for point cloud classification

by predicting multiple randomly subsampled point clouds.

• Data augmentation. Tramer et al. [160] demonstrated that data augmentation can effectively

account for adversarial attacks. Tu et al. [161] proposed generating physically realizable ad-

versarial examples to train robust Lidar object detectors. Zhang et al. [162] proposed randomly

permuting training data as a simple data augmentation strategy. PointCutMix [163] pairs two

training clouds and swaps some points between the pair to generate new training data.

Permutohedral lattice. Permutohedral lattice is a powerful operation to project the coordinates
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from a high dimensional space onto a hyperplane that defines the lattice. It has been widely used in

high dimensional filtering [146; 164] that consists of three components, i.e., splat, blur and slice.

In particular, we illustrate the splat in Fig. 4.2, where each square represents a projection (i.e.,

projected point) from a 3D coordinate. The splat first locates the enclosing lattice simplex for the

3D point and calculates the vertex coordinates of the simplex. Then each projection distributes its

value to the vertices using barycentric interpolation with barycentric weights that are calculated

as the normalized triangular areas between the projection and any pair of its corresponding lattice

vertices. We refer the readers to [146] for more details. Recently permutohedral lattice has been

successfully explored in point cloud segmentation [147; 148; 165] with remarkable performance.

4.3 Robust Structured Declarative Classifiers

4.3.1 Structured Declarative Defender

Recall that adversarial defenders often aim to denoise the input point clouds by reconstructing

them in certain ways, and sparse coding [166] is one of the classic approaches for finding a sparse

representation of the input data in the form of a linear combination of basic elements as well as

those basic elements themselves. Due to its simplicity, we consider using sparse coding as a means

to construct declarative nodes.

Specifically, in the 3D space given a (learnable) dictionary B∈R3×N with N≫ 3 atoms, (struc-

tured) sparse coding aims to solve the following optimization problem for each point xi ∈ R3 in a

point cloud x = {xi} ⊆ R3:

x̃i ∈ argmin
z∈Z

f (xi,z) =
1
2
∥xi−Bz∥2 +φ(z), (4.1)

where φ denotes a regularization term, and Z ⊆ RN denotes a structural feasible solution space.

Obfuscated & implicit gradients in ∂ x̃i
∂xi

= ∂z
∂xi

∣∣∣
z=x̃i

. To see this, we can rewrite Eq. (4.1) as x̃i ∈

argminz F(xi,z) = f (xi,z)+φ(z)+δ (z), where δ (z) denotes the Dirac delta function returning 0
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if z ∈Z holds, otherwise, +∞. Therefore, F will become non-differentiable when z /∈Z or φ is

non-differentiable over z∈Z , leading to obfuscated gradients. Otherwise, based on the first-order

optimality condition, we have BT Bx̃i−BT xi+φ ′(x̃i) = 0, where (·)T denotes the matrix transpose

operator and φ ′ denotes the first-order derivative of φ . By taking another derivative on both sides,

we then have a linear system
(
BT B+φ ′′(x̃i)

)
· ∂ x̃i

∂xi
= BT , if the second-order derivative, φ ′′, exists

at z ∈ Z . Clearly, solving this linear system may be challenging, because φ ′′(x̃i) may not be

computable and the matrix BT B+φ ′′(x̃i) may be rank-deficient. Such phenomena lead to implicit

gradients.

4.3.2 Parameter Learning via Bilevel Optimization

Fig. 4.1 illustrates our approach with two components, i.e., a declarative defender f and a network

backbone g that takes the outputs of the defender as input and then makes predictions. Equivalently

we can formulate the training of such networks as a bilevel optimization problem as follows:

min
B,ω ∑

(x,y)∈X ×Y

ℓ
(

g(x̃;ω),y
)
, (4.2)

s.t. x̃i ∈ argmin
z∈Z

1
2
∥xi−Bz∥2 +φ(z),∀xi ∈ x,

where (x,y) ∈X ×Y denotes a training sample with data x and label y, ℓ denotes a loss function

such as cross-entropy, and B,ω denote the defender and network parameters, respectively. Simi-

lar to training deep networks, we can solve this optimization problem using (stochastic) gradient

descent.

Validity of ∂g
∂ x̃i

= ∂g
∂z

∣∣∣
z=x̃i

in the structural space. In a gradient-based adversarial attack, the gra-

dient for modifying an input point xi through backpropagation can be written as ∂g
∂ x̃i

∂ x̃i
∂xi

. Assuming

that ∂ x̃i
∂xi

can be computed exactly, then the gradient in the attack would hold in general only if z

was unconstrained so that ∂g
∂ x̃i

is valid. Unfortunately in our case, this is not true as we constrain

z ∈ Z . Therefore, the attack in the declarative node will produce inaccurate gradients, and such

errors will be propagated to the adversarial examples, leading to failure cases together with ∂ x̃i
∂xi

.
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4.3.3 Instantiation: Lattice Point Classifier

So far we have explained the learning principles and defense philosophy in our approach. The key

challenge now is how to design the structural space Z and the regularizer φ to achieve robust point

cloud classifiers that can be trained and inferred effectively and efficiently. To address this issue,

we borrow the idea from permutohedral lattice, and propose an instantiation, namely, Lattice Point

Classifier (LPC).

𝐴

𝐵 𝐶

𝑃
𝛼

𝛽
𝛾

Figure 4.3: Illustration of barycentric
coordinates and weights.

Geometric view on barycentric coordinates and their

weights. Barycentric coordinates (
−→
A ,
−→
B ,
−→
C in Fig. 4.3)

can be used to express the position of any point (
−→
P )

located on the entire triangle with three scalar weights

(α,β ,γ). To compute
−→
P using barycentric coordinates

we can always use the following equation:

−→
P = α

−→
A +β

−→
B + γ

−→
C , ∃α,β ,γ ≥ 0,α +β + γ = 1. (4.3)

Note that this equation holds for an arbitrary dimensional space, including the 3D space. Now

given
−→
A ,
−→
B ,
−→
C ,
−→
P , we can compute α,β ,α using the normalized areas. Taking γ for example, we

can compute it as follows:

γ =
∥−→AB×−→AP∥
∥−→AB×−→AC∥

∝ ∥−→AB×−→AP∥, (4.4)

where
−→
AB =

−→
B −−→A ,

−→
AP =

−→
P −−→A ,

−→
AC =

−→
C −−→A , × denotes the cross product operator, and

∥ ·∥ denotes the ℓ2 norm of a vector measuring its length. Clearly, the barycentric weights define a

nonlinear mapping that can be computed efficiently using the splat operation for the permutohedral

lattice.

Constructing Z and φ using barycentric weights. By substituting Eq. (4.3) into Eq. (4.1),

we manage to define a structured sparse coding problem, where the structural space Z and the
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regularizer φ can be constructed as follows:

Z
de f
=

{
z | zT e = 1,z⪰ 0

}
, (4.5)

φ(z) de f
= λ

N

∑
n=1
∥Bz−Bn∥ ·1{zn>0}, (4.6)

where e denotes a vector of 1’s, ⪰ denotes the entry-wise operator of ≥, Bn ∈ R3 denotes the n-th

column in B, 1{·} denotes a binary indicator returning 1 if the condition holds, otherwise 0 (i.e.,

the binarization of barycentric weights), and λ ≥ 0 is a small constant controlling the contribution

of φ to the objective so that it will not be dominated by φ .

Proposition 1 Supposing that B in Eq. (4.1) represents the vertices in a permutohedral lattice

that is large enough to cover all possible projections from points among the data, then there exists

a solution to minimize the reconstruction loss using three vertices, at most, and the minimum loss

is equal to the projection loss onto the lattice.

This is because Eq. (4.3) defines a lossless representation using a linear combination of three

vertices. The only loss occurs when projecting a point to the permutohedral lattice.

𝑥!

𝑥!"

"𝑥! "𝑥!"

𝐴

𝐵 𝐶

Figure 4.4: Illustration of our defense
mechanism.

Defense mechanism in LPC. Fig. 4.4 illustrates how

our declarative defender works with the permutohedral

lattice, where the triangle, circles, and squares represent

a lattice cell, 3D points and their projections on the cell,

respectively. In the adversarial point cloud, the attacker

modifies a point from xi to x′i. Then during the inference,

our defender projects x′i to x̃′i on the lattice.

Proposition 2 Supposing x̃i = α
−→
A + β

−→
B + γ

−→
C where

α,β ,γ are the barycentric weights, then in order to guar-

antee that x̃i, x̃′i lie in different cells, the distance between

xi and x′i should be bigger than the shortest distance be-

63



Figure 4.5: Illustration of (left) a point cloud, (middle) its lattice representation, (right) its image
for classification.

tween x̃′i and the boundary of the triangle, that is:

∥xi−x′i∥> min

{
α

∥−→BC∥
,

β

∥−→AC∥
,

γ

∥−→AB∥

}
· s, (4.7)

where s denotes the area of the triangle. In particular, if the triangle is equilateral, then ∥xi−x′i∥>
√

3
2 l ·min{α,β ,γ} where l denotes the side length.

It will be more intuitive to understand this result if we binarize the barycentric weights before

feeding them into the backbone network for classification because different projections lying in

the same lattice cell will lead to the same representation. This could be an effective way to remove

the adversarial noise in the data. Also, this result indicates that (1) the points whose projections

are closer to the boundary are easier to change their sparse representations, (2) the movements that

make such changes are proportional to the scale of the lattice cell. In general, larger cells will be

more tolerant to the adversarial noise, but they may sacrifice the generalization of the classifiers.

Workflow of LPC. To summarize, it is operated as follows:

1. Given a point cloud, the barycentric weights of each point are computed using the splat for

permutohedral lattice;

2. Generate an image for the point cloud by averaging the barycentric weights over all the points

(after binarization if applied) and aligning the lattice with the image representation (see Fig. 4.5

for illustration);

3. Apply a 2D CNN as the backbone network to classify the image produced by the point cloud.
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Implementation. The key challenge in our implementation of LPC is how to determine the pro-

jection matrix for the hyperplane and the scale of each permutohedral lattice cell.

• Projection matrix: By referring to [146], we initialize the projection matrix as


2 −1 −1

−1 2 −1

−1 −1 2


and train the network in an end-to-end fashion. However, we observe that a big update of this

matrix will make the training crash, and to avoid this issue, the update per iteration has to be

tiny, leading to almost unnoticeable change eventually. The reason for this phenomenon is that

this matrix has to satisfy certain requirements (see [146]), and thus the unconstrained update

in backpropagation cannot work here. Therefore, in our experiments, we initialize and fix the

projection matrix. We utilize the code1 in [148] for the lattice transformation.

• Scale of lattice cell: The parameter is simply not differentiable in backpropagation, and thus

we tune it as a predefined hyper-parameter using cross-validation with grid search, same for the

other hyper-parameters such as learning rate. Such scales have a significant impact on the image

resolution used in 2D CNNs for classification.

Specifically, we evaluate our LPC comprehensively based on three different CNNs, i.e., VGG16

[1], ResNet50 [3], and EfficientNet-B5 [167] as the backbone network with random initialization.

By default, the image resolution for each backbone network is 512×512, 128×128 and 456×456,

respectively. On ModelNet40 [11] we train the three models using a learning rate of 10−4, but on

ScanNet [168] we only train our best model, i.e., EfficientNet-B5, using a learning rate of 5×10−5.

We use Adam [169] as our optimizer in all of our experiments with weight decay of 10−4 and learn-

ing rate decay of 0.7 for every 20 epochs. Dropout [170] and data augmentation are applied as well

when needed.
1https://github.com/laoreja/HPLFlowNet

65



(a) ModelNet40 (b) ScanNet

Figure 4.6: Training loss comparison on both datasets using EfficientNet-B5 as the backbone.

4.4 Experiments

Datasets. We conduct our experiments on ModelNet40 [11] and ScanNet [168]. ModelNet40 has

a collection of 12,311 3D CAD objects from 40 common categories. It is split into 9,843 training

and 2,468 test samples. Following [54; 74], we uniformly sample 1,024 points from the surface of

the original point cloud per object and scale them into a unit ball. ScanNet contains 1,513 RGB-D

scans from over 707 real indoor scenes with 2.5 million views. Following [56], we generate 12,445

training and 3,528 test point clouds from 17 categories, with 1,024 points for each point cloud as

well.

Baselines. We compare our Lattice Point Classifier (LPC) with different adversarial defenders for

point clouds that work with PointNet [54], including DUP-Net [133] (with SOR and the upsam-

pling network), IF-Defense [134] (with ConvONet [171]), and robust pooling layer (RPL) [142].

We utilize public code to train PointNet2 using the default setting and evaluate DUP-Net and IF-

Defense based on the same code3. Then we report the best performance for each defender after

fine-tuning. Specifically, we set k = 2 (the number of neighbor points) in KNN and α = 1.1 (the

percentage of outliers) for SOR, use 2 for the upsampling rate in DUP-Net, and choose the Welsch

penalty function [172] for RPL4 to replace the max pooling layer in PointNet. The model with

RPL is trained with adversarial point clouds where 10% of input points are replaced by random

2https://github.com/yanx27/Pointnet_Pointnet2_pytorch
3https://github.com/Wuziyi616/IF-Defense
4https://github.com/anucvml/ddn
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outliers.

Adversarial attackers. Seven attackers are utilized to evaluate the robustness of different point

cloud classifiers, including two untargeted attackers (FGSM5 [152] and JGBA6 [76]), four tar-

geted attackers (perturbation, add, cluster and object attackers7 from [74]), and an isometry trans-

formation based attacker8 [13] consisting of the untargeted black-box TSI attack and the targeted

white-box CTRI attack.

We apply both FGSM and JGBA to the full test set of both datasets. We slightly modify FGSM

for attacking DUP-Net and IF-Defense under the white-box setting as both defenders are non-

differentiable. To do so, during an attack we simulate the SOR process and obtain the indices of

the remaining points based on which the gradient is passed to the remaining points. By default, the

parameter ε in FGSM is set to 0.1, and the perturbation norm constraint ε , number of iterations

n and step size α in JGBA are set to 0.1, 40, 0.01, respectively. Such parameters work well in

practice.

For the targeted attackers, by following [74] we pick 10 large classes from ModelNet40, where

a batch of 6 point clouds per class is randomly selected and attacked using the other 9 classes as

the targets, leading to 10×9×6 = 540 victim-target pairs. Similarly, from ScanNet we randomly

select a batch of 6 point clouds as well from the 7 classes that contain more than 100 point clouds

in test data. The learning rate of all the targeted attackers is set to 0.01. For DUP-Net and IF-

Defense, we first attack clean PointNet to obtain adversarial point clouds, and then feed them into

DUP-Net and IF-Defense for prediction. The perturbation attack first introduces small random

perturbations on all original points, and uses L2 norm to constrain the adversarial shifts. Using the

add attacker, we add 60 points to each cloud and use Chamfer distance as the metric. Cluster and

object attackers generate the initial clusters with parameter ε = 0.11 in DBSCAN [173]. Using the

cluster attacker, we add 3 clusters of 32 points to the original clouds. Using the object attacker,

three 64-point adversarial objects are attached to each original point cloud.

5https://pytorch.org/tutorials/beginner/fgsm_tutorial.html
6https://github.com/machengcheng2016/JGBA-pointcloud-attack
7https://github.com/xiangchong1/3d-adv-pc
8https://github.com/skywalker6174/3d-isometry-robust

67



Table 4.1: Our learning choice comparison in terms of test accuracy (%) with learning rate 10−4.

T-Net [54] ✓ ✓
Binarized weights ✓ ✓ ✓
Random rotation ✓ ✓

ResNet-50 on ModelNet40 88.2 87.3 88.9 60.0 88.2 75.2

EfficientNet-B5 on ModelNet40 - - 89.5 83.3 - 84.8

EfficientNet-B5 on ScanNet 80.5 - 80.0 82.6 - -

Table 4.2: Running time (ms) analysis on an NVIDIA V100S GPU with batch size 1 under pertur-
bation attacks.

Declarative node EfficientNet-B5 Total

Inference 17.0 41.7 58.7
Attack 15.5 165.3 180.8

For the TSI/CTRI attacker in [13], we evaluate the performance of LPC on ModelNet40 using

EfficientNet-B5. By following [13] we use this attacker with the default settings to attack 2,000

randomly selected point clouds. The attacker applies the black-box TSI attacker first to trick the

models, and then the white-box CTRI attacker if TSI fails.

4.4.1 Ablation Study

Learning choices. In Table 4.1 we list three learning choices that we would like to evaluate for

improving the performance of vanilla LPC, i.e., T-Net used in PointNet, binarized barycentric

weights, and random rotation in data augmentation (together with point cloud random shifting

and dropping [54]). We can see that: (1) T-Net seems to deteriorate the performance always. (2)

Binarized weights work better on ModelNet40 than ScanNet, but compared with using barycentric

weights the difference is <1%. (3) Random rotation improves the performance on ScanNet, but

worsens it on ModelNet40. This phenomenon can be partially explained by the training loss curves

as shown in Fig. 4.6, where on ScanNet the overfitting occurs clearly without random rotation

while on ModelNet40 random rotation makes the convergence slower and unstable.

Running time. Table 4.2 lists our running time for each key component as well as the whole net-
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Table 4.3: Test accuracy (%) comparison (higher is better) on the full test datasets, where “-”
indicates no result.

PointNet PointNet w/
DUP-Net [133]

PointNet w/
IF-Defense [134]

PointNet w/
RPL [142]

LPC w/
VGG16

LPC w/
ResNet50

LPC w/
EfficientNet

ModelNet40
No attack 90.15 89.30 87.60 84.76 88.65 88.90 89.51

FGSM [152] 45.99 61.63 38.75 0.04 88.65 88.90 89.51
JGBA [76] 0.00 1.14 5.37 0.00 88.65 88.90 89.51

ScanNet
No attack 84.61 83.62 80.19 76.02 - - 83.16

FGSM [152] 45.66 73.67 71.14 1.70 - - 83.16
JGBA [76] 0.00 7.77 13.45 0.00 - - 83.16

Table 4.4: Attack success rate (%) comparison (lower is better), where “-” indicates no result. The
standard deviations of our LPC range from 0% to 0.28% in success rate on ModelNet40.

PointNet PointNet w/
DUP-Net [133]

PointNet w/
IF-Defense [134]

PointNet w/
RPL [142]

LPC w/
VGG16

LPC w/
ResNet50

LPC w/
EfficientNet

ModelNet40

FGSM [152] 48.99 30.77 55.78 99.95 0.00 0.00 0.00
JGBA [76] 100.00 98.73 93.85 100.00 0.00 0.00 0.00

Perturbation [74] 100.00 0.095 0.095 3.95 0.56 0.37 0.38
Add [74] 99.72 0.095 0.095 3.33 0.56 0.19 0.19

Cluster [74] 98.34 6.76 6.30 17.04 1.11 0.93 1.21
Object [74] 98.43 1.02 1.11 74.07 0.93 1.11 0.75

ScanNet

FGSM [152] 46.03 10.29 11.28 97.76 - - 0.00
JGBA [76] 100.00 90.55 83.21 100.00 - - 0.00

Perturbation [74] 100.00 3.17 2.38 3.03 - - 12.70
Add [74] 100.00 1.98 2.38 18.65 - - 2.78

Cluster [74] 100.00 30.16 23.81 40.87 - - 9.92
Object [74] 100.00 7.14 7.54 85.71 - - 5.95

work. Clearly, the gradient passing through the declarative node takes relatively constant time in

both feedforward and backpropagation. Considering the depth of EfficientNet-B5, the time spent

on the declarative node is actually pretty long (recall that there is no learnable parameter inside),

especially during inference. This partially validates our intuition of defending the adversarial at-

tacks using implicit gradients. We can also improve the running time using shallower networks

such as VGG16 (from 17fps to 45fps) by slightly sacrificing the performance.

4.4.2 State-of-the-art Performance Comparison

We measure the robustness of classifiers using two metrics, i.e., classification accuracy, and attack

success rate. Classification accuracy under attacks is measured by feeding the entire adversarial

attack test set to the victim models. It is only calculated for untargeted attackers. The attack
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Figure 4.7: Distribution comparison of successful perturbation attacks on ModelNet40. To avoid
the sparsity, LPC statistics are collected based on the cases from all three models.

success rate is the ratio between the number of successful attacks to the number of all attempted

attacks. For untargeted attacks, tricking the model to predict a wrong class is considered a success,

while for targeted attacks it will have to trick the victim model to a specific class to be considered

as successful. Untargeted attackers will only attack the point clouds that are correctly classified by

the victim models, and targeted attackers will attack victim-target pairs.

4.4.2.1 Classification Accuracy

We summarize our comparison in Table 4.3. On ScanNet, we only show the performance of LPC

with EfficientNet-B5, because it achieves the best accuracy on ModelNet40. We can see that:

(1) On the clean test data with no attack, PointNet outperforms all the robust classifiers by small

margins. (2) Using both attackers, our LPC variants work consistently and significantly better

than the other defender-based robust classifiers as well as vanilla PointNet by large margins. For

instance, compared with PointNet with IF-Defense under the JGBA attacks, the performance gaps

are 84.14% and 69.71% on ModelNet40 and ScanNet, respectively. (3) For the backbone networks

in LPC, it seems that the difference in performance is small among different CNNs. Though more

evaluations are needed to confirm this, it also demonstrates the robustness of our approach.
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Figure 4.8: Successful adversarial perturbation examples on ModelNet40 for LPC with
EfficientNet-B5.

4.4.2.2 Attack Success Rate

Performance summary. We list our comparison in Table 4.4 using six different attackers. We can

see that: (1) Our LPC variants achieve perfect results under both FGSM and JGBA attacks. Notice

that compared with the other attackers, these two attackers aim to find adversarial examples fully

based on gradients with no sampling. Their failure again strongly demonstrates the power of im-

plicit gradients in defending gradient-based adversarial attacks. (2) The SOR defense mechanism

seems to work better for the perturbation and add attackers, but worse for the cluster and object

attackers, compared with our LPC. However, overall our LPC still achieves the best performance.

Using the TSI/CTRI attacker [13], our LPC with EfficientNet-B5 achieves the same success

rate for both TSI and CTRI attackers on ModelNet40. Without random rotation, the result is

99.54%, but with random rotation, the performance decreases to 67.33% which is significantly

better than PointNet (99.50% and 99.55% for TSI and CTRI, respectively). Such results also

demonstrate that random rotation to point clouds as a means of data augmentation improves not

only accuracy but also model robustness.

Importance of gradients in finding successful adversarial examples for LPC. To attack each
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point cloud, the four targeted attackers in [74] conduct 10 random searches where 500 iterations

are done to find the optimal adversarial samples. We notice that for PointNet, the best attacks could

occur at any time within these 500 iterations, but for our LPC most optimal attacks happen at the

first few iterations, as shown in Fig. 4.7 with different learning rates for the perturbation attacker.

This behavior indicates that, in order to attack LPC, random search (a sampling-based method) has

contributed more to most of the successful attacks, rather than gradient-based iterations. With the

increase of the learning rate, the gradients start to find more optimal adversarial samples. However,

as we illustrate in Fig. 4.8, with larger learning rates, the adversarial samples will not look similar

to the original point clouds. For instance, with a learning rate of 1, the point cloud of airplane

has been totally changed to a mixture of smaller airplane point clouds, which is not an adversar-

ial attack anymore. To sum up, such analysis again demonstrates the great potential of implicit

gradients in defending adversarial attacks.

4.4.3 Results under CTRI Attack

This section provides additional quantitative results on CTRI attack [13] and more qualitative

adversarial samples to the main paper. Combined targeted restricted isometry (CTRI) attack first

deploys a black-box attack, namely Thompson Sampling Isometry (TSI) attack, on the victim

models, and if TSI fails CTRI then uses a gradient-based attacker [13]. The results of CTRI attack

Table 4.5: Attack success rate (%) comparison (lower is better) of CTRI attack [13], where “-
” indicates no result. And the model with (*) means it is trained with random rotation as data
augmentation.

ModelNet40 ScanNet
TSI [13] CTRI [13] TSI [13] CTRI [13]

PointNet [54] 99.50 99.55 99.94 100.00
PointNet w/ DUP-Net [133] 99.16 99.78 99.64 100.00
PointNet w/ RPL [142] 99.71 99.77 99.93 100.00
LPC w/ VGG16 99.43 99.43 − −
LPC w/ ResNet50 98.98 98.98 − −
LPC w/ EfficientNet 99.66 99.66 99.81 99.81
LPC* w/ EfficientNet 47.49 47.49 65.20 65.20
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Figure 4.9: Successful adversarial examples on ModelNet40. For add, cluster and object attacks,
the added points are in red.

in Table 4.5 is obtained by randomly attacking 2,000 point clouds. As we can see, CTRI on our

LPC models doesn’t increase the attack success rate compared to TSI-only attack, indicating the

gradient-based attacker in CTRI fails to trick LPC. It again proves the effectiveness of implicit

gradient as a defense mechanism against gradient-based attackers. The results also show data

augmentation such as random rotation significantly improves model robustness. It reduces the

black-box attack success rate from > 99% to 47.49% and 65.20% on ModelNet40 and ScanNet

respectively.

4.4.4 Visualization

We select some additional successful adversarial samples from different attackers on ModelNet40.

It is shown in Figure 4.9. Cluster and object attacks alter the surface more significantly than

perturbation and add attacks, which explains why all defenses have lower performances against

cluster and object attacks.

4.5 Conclusion

In this paper, we aim to address the problem of robust 3D point cloud classification by proposing

a family of novel robust structured declarative classifiers, where a declarative node is defined by
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a constrained optimization problem such as the reconstruction of point clouds. The key insight

in our approach is that the implicit gradients through the declarative node can help defend the

adversarial attacks by leading them to wrong updating directions for inputs. We formulate the

learning of our classifiers based on bilevel optimization, and further propose an effective and effi-

cient instantiation, namely, Lattice Point Classifier (LPC). The declarative node in LPC is defined

as structured sparse coding in the permutohedral lattice, whose outputs, i.e., barycentric weights,

are further transformed into images for classification using 2D CNNs. LPC is end-to-end trainable,

and achieves state-of-the-art performance on robust classification on ModelNet40 and ScanNet us-

ing seven different adversarial attackers.

Limitations. Currently, the projection in the permutohedral lattice transformation in LPC is not

learned but simply fixed as initialization. Also, more evaluations for demonstrating the robustness

of our approach across different backbone networks and datasets are desirable. Therefore, in our

future work, we will investigate more on how to properly learn the projection with its physical

conditions and conduct more experiments to further demonstrate our robustness.

74



Chapter 5

Robust 3D Point Clouds Classification based on Declarative

Defenders

Abstract

3D point cloud classification requires distinct models from 2D image classification due to

the divergent characteristics of the respective input data. While 3D point clouds are unstruc-

tured and sparse, 2D images are structured and dense. Bridging the domain gap between

these two data types is a non-trivial challenge to enable model interchangeability. Recent

research Lattice Point Classifier (LPC) highlights the feasibility of cross-domain applicabil-

ity. However, the lattice projection operation in LPC generates 2D images with disconnected

projected pixels. In this paper, we explore three distinct algorithms for mapping 3D point

clouds into 2D images. Through extensive experiments, we thoroughly examine and analyze

their performance and defense mechanisms. Leveraging current large foundation models,

we scrutinize the feature disparities between regular 2D images and projected 2D images.

The proposed approaches demonstrate superior accuracy and robustness against adversarial

attacks. The generative model-based mapping algorithms yield regular 2D images, further

minimizing the domain gap from regular 2D classification tasks.

5.1 Introduction

Point clouds consist of data points sampled through light detection and ranging (LiDAR) sensors,

playing a crucial role in various 3D vision tasks. LiDAR is widely employed in applications like
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autonomous driving because it provides accurate 3D measurements. With the advancements in

2D image tasks [3; 34; 79; 174], 3D point clouds also witnessed rapid development, primarily

driven by the integration of deep neural networks (DNNs). However, significant work is required

to design modules to adapt 3D data for DNNs.

In recent years, several approaches have been proposed for 3D classification. Multi-view-based

methods [58; 175] projects 3D objects into multiple 2D data, which can either be 2D images or 2D

features from different views. Although this approach can directly apply 2D models, it inevitably

loses depth information. Moreover, the generated 2D images are usually scattered pixels, deviating

from normal 2D images. Graph-based methods [67; 176] employs graph representation to preserve

spatial information like depth in 3D point cloud. Then graph convolution networks (GCNs) are

utilized for end-to-end training. Voxel-based methods [11; 177] creates 3D voxels by dividing the

space into occupancy grids. The features extracted in individual voxels are then gathered using 3D

sparse convolutions. However, due to its computation complexity, its resolution is limited [178].

Point-based methods [54; 55; 56] extract point-wise features and aggregate them using customized

modules. To effectively merge the traditionally separate branches of DNNs, it is essential to explore

mapping algorithms that enable a seamless integration of 2D models.

Recent work proposed by Li et al. [175] showed that existing DNNs are vulnerable to adver-

sarial attacks and proposed a new approach to 3D point cloud classification. Exploring correct

attack algorithms [74; 76], perfect attack results can be achieved on almost all of the state-of-the-

art classifiers. Since most 3D classifier applications are safety-critical, like autonomous driving,

it is imperative to adopt a robust classifier under adversarial attacks. In this paper, we extend the

lattice point classifier (LPC) in [175] and propose three additional mapping algorithms as shown

in Figure 5.1. We design a suite of experiments to evaluate and analyze their performance and

defense abilities.

Direct projection. Inspired by LPC [175] which projects the 3D point cloud onto a lattice

hyperplane, we introduce a simpler version to analyze the performance. Like LPC, both algo-

rithms project 3D points onto a hyperplane and generate sparse pixels on the 2D plane. However,
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Figure 5.1: Illustration of mapping algorithms to transform 3D point clouds to 2D images.

these geometric projection methods will lose depth information. Graph drawing. Lyu et al. [6]

proposed a point cloud part segmentation model based on an efficient hierarchical graph-drawing

algorithm to represent 3D point clouds using 2D grids. The spatial relationship can be preserved

by graphs. We extend the algorithm to further improve its classifier performance and analyze its

defense mechanisms.

These mapping algorithms are inspired by multi-view and graph methods. The generated 2D

images contain sparse projected pixels with the majority of the images filled with dark back-

grounds, as shown in Fig. fig:main. To further align the generated 2D images with regular 2D

images, we also introduce a generative model-based mapping algorithm to reduce the domain gap.

The main contributions are summarized below.

• We propose a family of structured declarative classifiers employing three distinct mapping al-

gorithms. Through extensive experiments, we thoroughly analyze and enhance the performance
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of these classifiers. Our proposed classifier emerges as the top performer within the family of

structured declarative classifiers, showcasing superior classification results.

• The proposed classifiers serve to narrow the gap between generated 2D images and real 2D

images. We conduct experiments to showcase that our GAN-based classifier exhibits a minimal

domain gap when compared to real 2D datasets.

• We analyze gradient propagation in declarative classifiers and investigate the defense mecha-

nisms employed in the models. Basic projection and rendering classifiers exhibit strong re-

silience to attacks.

5.2 Related Work

A brief summary of recent works on 3D point cloud classification, 3D adversarial attacks and

defenses can be found in Chapter 4.2. In the area of 3D defense, some newer approaches employ

the diffusion model to perform point purification. Ada3Diff [179] estimates distortion based on

points distance to their best-fitting plane. Li et al. [180] proposed a method using a graph network

together with a data augmentation method to ensure robustness.

5.2.1 Graph Drawing

The goal of graph drawing is to represent original 3D point clouds using graph G = (V ,E ) and

draw the graph on a low-dimensional space [181; 182; 6]. By different graph properties (e.g.,

spatial relationships among vertices and edges), graph representations can be divided into many

families. For example, k-planar drawing [183] limits the number of edge crossings, and RAC

drawings [184] will only have perpendicular crossings on their edges. Lyu et al. [6] proposed a

Delaunary triangulation-based [7] graph drawing method for 3D segmentation. To directly apply

normal 2D networks, a novel hierarchical approximation algorithm is designed to generate normal

images from graph representation while preserving local information in point clouds.
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5.2.2 Reconstruction and Rendering

Reconstruction surface from point clouds is an important and long-standing research direction

in computer graphics, bridging the gap between points and images. A common approach is to

form triangulations to compute a volume tetrahedralization [185; 186]. But these methods tend

to create undesirable holes especially when points get noisy [8]. Implicit surface reconstruction

[187; 188] can handle noise better at the cost of requiring more computational resources. Katz

et al. [189] proposed a method to reconstruct the surface only from one single view using hidden

point removal. The rapid development of DNNs shines light on the potential of bypassing manually

designed priors. Hanocka et al. [190] proposed a DNN-based method to deform an initial mesh to

shrink-wrap around an input point cloud. A differentiable surface splatting algorithm is proposed

by Yifan et al. [191] to update point locations and normals. Z2P [8] proposed a method to view the

rendering as a point-depth-map-to-image problem, which employs a modified U-Net [9] to render

2D images, achieving robust performance under noises and non-uniformly sampling.

5.2.3 Multi-modal Large Language Models

Multi-modal Large Language Models (MLLMs) are designed to achieve a broad understanding

across various modalities, encompassing audio [192], image [14], point cloud [193], and more.

The underlying idea is that incorporating language modality can enhance a model’s ability to com-

prehend high-level interactions within diverse input data. Within this domain, one category of

MLLMs employs language as a means to interact with other modalities [194; 195]. These mod-

els showcase versatile capabilities, particularly when provided with text inputs as prompts. An-

other category of MLLMs adopts individual encoders for each modality, aligning features from

diverse modalities [14; 193]. These models demonstrate notable zero-shot generalization capabil-

ities. Noteworthy examples include CLIP [14], which has inspired a myriad of novel applications.

For instance, PointCLIP [196] leverages CLIP for zero-shot 3D multi-view classification, while

Xue et al. [193] utilize CLIP’s multi-modal features to supervise a 3D point cloud encoder, align-

ing three modalities. Given CLIP’s proven robustness across multiple tasks, we leverage CLIP to
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Figure 5.2: Projection Classifier. Input point clouds are projected onto the x− y axis plane by
removing z-axis information. The coordinates of projected points are rounded using the floor
function.

assess the domain gap of generated 2D images when compared to typical 2D images.

5.3 Mapping Algorithms

The section describes the three mapping algorithms that can be used to map 3D point clouds into

2D space.

5.3.1 Basic Projection Classifier

The Lattice Point Classifier (LPC) was introduced as an implementation of a robust declarative

classifier (RDC) with robust defense capabilities against gradient-based attacks [175]. However,

LPC involves a sophisticated mapping algorithm. It first projects 3D point clouds onto a lattice

hyperplane [146], which is populated with a triangular lattice. Subsequently, each projected point

is splatted onto the three enclosing triangular lattice vertices. In this context, we delve into a more

straightforward mapping algorithm for 3D-to-2D projection by simply dropping one dimension of

the data as shown in Figure 5.2. This basic projection serves as a baseline for performance compar-

ison, and the defensive behavior of RDC is scrutinized in conjunction with this basic projection.
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Figure 5.3: Graph Drawing Classifier. Input point clouds are divided into 32 clusters using bal-
anced KMeans clustering [6]. Delaunay triangulation [7] is applied on the 32 cluster centers and
within each individual cluster, generating 2-level graphs. Then the top-level graph is mapped to
a 16× 16 grid, where each cluster center occupies a grid cell. Then each grid cell is filled with a
lower-level 16×16 grid, obtained from within-cluster graphs, yielding the final 256×256 image.

5.3.2 Graph Drawing Classifier

Both basic projection and permutohedral lattice projection unavoidably lead to the loss of depth

information perpendicular to the 2D hyperplanes. In contrast, graph representations showcase the

capability to preserve 3D spatial information, rendering them an optimal choice for the mapping

algorithm.

Given the graph G = (V ,E ) = h(X), where X = {xi ∈R3} denotes input point cloud, the func-

tion h : X→ G transform input point clouds to graph representations. Graph drawing is originally

employed to transform a graph G into continuous drawings. To facilitate the utilization of standard

2D neural networks, we want to find a function f : G → Z2 that converts graphs to 2D integer

coordinates. Inspired by the graph drawing segmentation model [6], we adopt an efficient graph

drawing classifier. This method reduces computational costs by creating two hierarchical levels of

graphs and incorporating balanced KMeans clustering. The outlined approach is illustrated in Fig.

5.3.

Two-level graph drawing. The computational complexity of Delaunay triangulation is O(n⌈d/2⌉)

[197], where n is the number of data points and d is the dimension of each data point. For 3D point
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Figure 5.4: Rendering Classifier. Input point clouds are converted to a 2D depth map using z-
buffer projection. Positional embeddings are appended to the depth map to boost global context
[8]. Then the generated features are fed to a modified U-Net [9] to produce final rendered images.
In the modified U-Net, the normalization layer is replaced with a style-based adaptive instance
normalization (AdaIN) [10], which also takes scene control features to influence output image
style.

cloud, the complexity becomes O(n2). Thus, instead of directly applying graph drawing on all the

3D points X, we employ a two-level method that divides X into 32 clusters and creates a two-level

hierarchical data, C = {µ1,µ1, · · · ,µ32} and S = {Si}, where Si = {x j ∈R3} and µi is the center of

cluster Si. The Delaunay triangulation [7] is then applied to the point set C and Si. This approach

will reduce computational complexity.

5.3.3 Rendering Classifier

As shown in Fig. 5.1, the images generated from the above mapping algorithm still have distinctive

visual artifacts. The rendering-based method can generate realistic 2D images by reconstructing

object surfaces, which can further reduce the domain gap from regular 2D tasks. Z2P [8] is a

lightweight DNN-based rendering algorithm. The pipeline of the mapping is shown in Fig. 5.4. It

first generates a z-buffer projection from the original point cloud, and then renders the 2D image

through a modified U-Net.

z-buffer Projection. Like the basic projection method, it projects points onto a 2D hyperplane,

obtaining a pixel-point pair (xk, I(i, j)), where xk is a 3D point and I(i, j) is the corresponding pixel
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value at image coordinate (i, j). The pixel value is determined by the distance of the 3D point from

the image plane d. The pixel value can be calculated by I(i, j) = e−(d−α)/β , meaning the farther

the points are, the darker they appear on the depth image. The pixel value is shared within a 3×3

pixel window centered at I(i, j). The pixels without a corresponding point are given a value 0.

Adaptive Instance Normalization (AdaIN). To enhance control over the colors and shadows of

the rendered images, we replace the original normalization layers with AdaIN [10]. In addition

to the normal DNN features f of size H×W ×C, AdaIN takes a scene-control vector w as input.

Each AdaIN layer contains two affine transformations, denoted as As and Ab, which are utilized to

compute styles ys = As ·w and yb = Ab ·w. The output of AdaIN is determined by

AdaIN( fi,w) = ys,i
fi−µ( fi)

σ( fi)
+ yb,i (5.1)

where µ( fi) and σ( fi) are the mean and standard deviation (std) at each feature channel fi.

5.4 Experiments

5.4.1 Dataset

ModelNet40 [11]: The dataset comprises clean synthetic 3D objects generated from CAD mod-

els, encompassing 40 distinct categories, with a total of 12,311 objects. These objects are split

into 9,843 training samples and 2,468 testing samples. In our experimental setup, 3D points are

uniformly sampled from the mesh surface, adhering to a specified methodology in [54; 74].

5.4.2 Training Settings

We perform classification training on the ModelNet40 dataset. For all training tasks, we run 200

training epochs using Adam optimizer [169] with 0.0001 decay rate and (0.9,0.999) beta values.

A simple step learning rate scheduler is used with a step size of 20 and a starting learning rate

of 0.001 unless otherwise specified. The point clouds are evenly sampled from the object surface
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following the practice in [54]. During training, the points are augmented by random point dropout,

scale, and shift. The max dropout rate is 0.875. The random scale rate is set from 0.8 to 1.0. The

max random shift distance is 0.1. When random rotation is enabled, the max random rotation angle

is π . No augmentation techniques are applied during the inference.

Basic Projection Classifier. We scale the point clouds to generate 456×456 images. During data

augmentation, points projected outside the image will be set to pixel I(0,0).

Graph Drawing Classifier. Using the balanced KMeans [6], the original input point clouds are

divided into K = 32 clusters. The balanced KMeans clustering algorithm initially generates unbal-

anced clusters h, and then starts to reduce the number of points in oversize clusters. A cluster is

considered oversized when the number of points |h| > α · |X|/K where |X| is the total number of

points in input point clouds, and α is set to 1.2. For the graph drawing, both the lower-level and

top-level grid sizes are 16×16, making the final graph drawing output to be 256×256.

Rendering Classifier. The classifier undergoes a two-step training process. In the first step, the

rendering model is trained for 10 epochs with a learning rate of 3×10−4. Throughout the z-buffer

projection, the splat window size is set to 3. During inference for scene control, the generated ob-

ject color RGB values are fixed at (255,255,255), and lighting is positioned at the origin point for

simplicity. The resolution of the generated rendered 2D image is set to 313×313. The rendering

training data is generated following [8] using [198].

5.4.3 Domain Gap

A crucial factor for the application of regular 2D classifiers is minimizing domain gaps between

generated and regular images. To quantify this domain gap, we leverage well-established founda-

tion models [14; 199] that have been trained on extensive general domain data with over 15 million

images. These models have demonstrated notable zero-shot classification accuracy across diverse

datasets. For instance, CLIP [14] achieves a 76.2% zero-shot classification accuracy on the exten-

sive ImageNet dataset [103]. The inherent alignment of text-image features in these pre-trained
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Table 5.1: Zero-shot classification accuracy (%) using CLIP [14]. Text inputs are a list of the
ModelNet40 [11] class names. Image inputs are 2D images generated by three tested projection
algorithms.

Instance Accuracy Class Accuracy

LPC [175] 2.64 3.75

Basic Projection 5.17 5.43

Graph Drawing 2.32 1.95

Rendering 27.08 23.78

models simplifies their adaptation to diverse classification tasks across datasets with varying cate-

gories.

We use CLIP [14] to run zero-shot classification on the generated 2D image from LPC [175]

and our three declarative classifiers. The image backbone is ViT-B/32 [24] which takes images of

resolution 224×224. We directly utilize CLIP’s image normalization mean and std, (0.4814,0.4578,0.4082)

and (0.2686,0.2613,0.2758), for fair comparison. The text inputs are the category names of each

ModelNet40 class, [“‘airplane", “bathtub", “bed", ..., “wardrobe", “xbox"].

5.4.3.1 CLIP Zero-shot Accuracy

The zero-shot classification results are shown in Table 5.1. We have three observations from the

results. (i) Graph drawing 2D images have the lowest accuracy, hovering around the same level

of total random prediction accuracy 1
NUM_CLASS = 1/40 = 2.5%. It is not surprising when we take

a look at the visualization of graph drawing images depicted in Fig. 5.6. However, considering

that the primary goal of graph representation is to encode point clouds into latent features rather

than human-understandable images, this approach remains promising, as evidenced by the 85.58%

classification accuracy. (ii) The two projection-based methods (LPC and basic projection classifier)

still demonstrate a substantial domain gap. The sparse enabled pixels in Fig. 5.6 are different

from regular dense images. However, the accuracy difference between LPC (2.64%) and basic

projection (5.17%) indicates that point of view can significantly affect classifier performance. This

85



Table 5.2: Classification accuracy (%) using test projection algorithms.

Instance Accuracy Class Accuracy

LPC [175] 89.51 86.30

Basic Projection 91.02 88.42

Graph Drawing 84.97 81.21

Rendering 88.30 85.78

point is further validated in subsequent experiments on rendering classification in the ablation

study. (iii) Despite rendering classifier 2D images achieving a noteworthy reduction in domain gap

compared to other mapping algorithms, other classifiers do not achieve satisfactory CLIP zero-shot

performance as shown in Table 5.1.

5.4.4 Classification Accuracy

For all four classification models, we employ EfficientNet-B5 [167] as the 2D backbone networks,

and the results are summarized in Table 5.2. The basic projection model achieves the highest test

accuracy at 91.02%, outperforming LPC [175]. As visualized in Fig. 5.6, LPC and basic projec-

tion essentially represent high-to-low-dimensional projections from different viewpoints, which

significantly influences the classification performance. This observation is further validated in

subsequent ablation studies. The performance of graph drawing demonstrates that DNNs can be

trained to learn distinct data representations without any modifications. Despite generating more

realistic 2D images, the surprising outcome is that rendering falls behind the two projection meth-

ods. We conduct a more in-depth analysis of the model’s performance through t-SNE visualization

[12] in subsequent sections.

t-SNE [12] is a technique to visualize high-dimensional data to two or three-dimensional data,

offering insights into data separation. In our analysis, we input feature vectors from each mapping

algorithm, obtained before linear layers, into the t-SNE algorithm. The resulting visualization is

depicted in Fig. 5.5. It is evident that graph drawing’s clusters are more ambiguous, with less sepa-
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B. Graph Drawing C. RenderingA. Basic Projection

Figure 5.5: Visualization of 2,468 ModelNet40 [11] test point clouds using t-SNE [12]. Each plot
is based on the DNN features generated by corresponding mapping algorithms before linear layers.

ration and blurred boundaries. Comparatively, upon closer inspection, the t-SNE representation for

basic projection reveals more defined clusters. Each class forms a smaller, more separated cluster

compared to the graph generated by rendering. Moreover, in the central region of the t-SNE visu-

alizations, rendering exhibits more ambiguous data points, providing an explanation for its lower

accuracy.

5.4.5 Ablation Study

Rendering Classifier. We evaluate the contribution of different setups on our rendering classifier.

Many applications have proven the power of foundation models trained on large amounts of data

[14; 200; 201; 202]. We employ two different CLIP [14] image encoders (ViT [24] and ResNet50

[3]), which produce 768 channel and 1024 channel image features. We append 3 fully connected

layers after the foundation image encoders, with 4096 as the fully connected layers’ hidden channel

dimension. The ablation results can be found in Table 5.3.
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Graph Drawing Classifier

Rendering Classifier

Basic Project Classifier

Lattice Point Classifier

Figure 5.6: Visualization of 2D images generated by LPC, basic projection, graph drawing, and
rendering classifiers.

5.4.5.1 Learnable Backbone Weights

For the foundation model encoders, we run training with the encoder weights frozen or trainable

to study the effects. From the foundation ViT experiments (1 and 2) and ResNet50 experiments (2

and 3), we can see making the foundation encoder learnable will reduce the accuracy. Specifically,

the accuracy decreases by 2% to 76.53% for ViT and 10% to 56.81% for ResNet50. Examining the

training data accuracy, we observe that the frozen and learnable backbones using ResNet50 have

58.93% and 56.38% accuracy respectively. The small training accuracy gap indicates learnable

foundation encoder tends to overfit the data.
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Table 5.3: Ablation study for rendering classification. The table shows the inference accuracy (%)
with different setups. The mean and std of the rendered normalization are calculated from the
training set of rendered 2D images. When upright is not checked, the model is trained with default
point cloud orientation.

Backbone Learnable
Backbone

Rendered
Normalization Upright Random Rotation Instance Accuracy Class Accuracy

ViT-1 78.53 74.64

ViT-2 ✓ 76.53 71.53

ViT-3 ✓ 77.46 73.53

ResNet50-1 67.50 60.15

ResNet50-2 ✓ 67.06 59.59

ResNet50-3 ✓ ✓ 56.81 49.86

EfficientNet-B5 ✓ 83.65 79.31

EfficientNet-B5 ✓ ✓ 84.29 80.54

EfficientNet-B5 ✓ ✓ 86.61 82.86

EfficientNet-B5 ✓ ✓ ✓ 86.90 83.70

EfficientNet-B5 ✓ ✓ ✓ ✓ 88.30 85.78

5.4.5.2 Normalization

We conducted a comparison between different normalizations: CIFAR-100 normalization and ren-

dered image normalization with mean values of (0.1136, 0.1135, 0.1128) and standard deviations

of (0.2729, 0.2719, 0.2761) during training. Utilizing EfficientNet-B5 [167], we observed an im-

provement in accuracy by 0.64% and 0.29%. However, this conclusion does not extend to founda-

tion encoders. Specifically, with the foundation ViT backbone, the calculated normalization results

in a decrease in accuracy by 1.07%. We suggest that foundation models might have a sufficient

volume of data, allowing them to adapt to various data distributions.

5.4.5.3 Observation View Point

As discussed in Section 5.4.3.1, the viewpoint might have a significant impact on classification

accuracy. As shown in Table 5.3, rotating object upright significantly improves classification ac-

curacy. When CIFAR-100 normalization is used, the inference accuracy is boosted by 2.96%, and

with accurate normalization, the improvement is 2.61%.
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Table 5.4: Defense Performance (%).

Accuracy Attack Success Rate

No Attack FGSM [152]

PointNet [54] 90.15 45.99 48.99

LPC [175] 89.51 89.51 0.00

Basic Projection 91.02 91.02 0.00

Graph Drawing 84.97 24.76 70.86

Rendering 88.30 88.30 0.00

5.4.5.4 Random Rotation

The rendering classifier training is carried out in three steps: initially to train the rendering model,

then to generate rendered images, and finally training on 2D images to save time. Consequently,

during the training of the 2D image classifier, it only has exposure to the 3D object from a single

viewpoint. To enhance the dataset, four additional sets of rendered images are created through the

rotation of the original input point clouds. Specifically, we rotate ±π

9 along x-axis and ±π

9 along

z-axis separately to generate the four sets of rendered images. This data augmentation strategy

contributes to an increase in inference accuracy by 1.4%.

5.4.6 Defense Experiment Settings

To test the defense performance of each mapping algorithm, we run FGSM [152] similar as LPC

[175] under various gradient-based attacks. The FGSM attack is applied on the entire test set from

ModelNet40 [11]. The attack learning rate of FGSM is set to 0.1.

5.4.7 Defense Performance

The attack results are listed in Table 5.4. From the results, we can observe: (i) Basic projection

and rendering classifier exhibit similar defense behavior as LPC [175]. They are all robust under

gradient-based attackers. (ii) Not all robust declarative classifiers are guaranteed to be robust under
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Declarative defender Network backbonex y

Skip Connection

Figure 5.7: Gradient skip connection. The normal declarative classifier is the module without the
orange skip connection. Declarative defenders will block back-propagation using implicit gradi-
ents. In graph drawing, 3D point coordinates are directly assigned as image intensities, creating a
skip connection and bypassing declarative defender.

attackers. Graph drawing classifier is still vulnerable to adversarial attacks.

We designed more experiments to further investigate the factors that influence defense perfor-

mance. An illustration of the original declarative classifier can be found in Fig. 5.7 without the

orange connection. The classifier can be formulated as

y = g(h(x);ω) (5.2)

where h(x) = argminz∈Z f (x,z;θ), g(x̃;ω) is the network backbone, which takes the generated

images x̃ = h(x) as input, and h(x) is the declarative defender. In a gradient-based attack, the

attack gradient can be easily back-propagated through g(x̃;ω). The declarative defender h(x) will

block gradient propagation using implicit gradients.

In the context of graph drawing, a particular operation functions as a skip connection, compro-

mising the defense capability. Each point in 3D space is mapped to a corresponding pixel in the

resulting 2D image, and the coordinates of each point are then assigned as pixel intensities. This

establishment of a skip connection circumvents the declarative defense mechanism, as illustrated

in Fig. 5.7. To validate this hypothesis, we conducted experiments where we leaked 3D coordi-

nates as pixel intensity in the generated 2D images for the basic projection classifier. The attack

success rate increased to 35.7%, effectively defeating the defense capability.

91



5.5 Conclusion

In this paper, we have investigated three distinct mapping algorithms as declarative defenders for

3D point cloud classification, demonstrating the robust performance of declarative nodes through

diverse 3D-to-2D mapping techniques. The majority of the proposed declarative defenders exhibit

resilience against adversarial attacks. Through the use of a rendering classifier, we discover that

the observation viewpoint and random rotation can substantially impact classification accuracy.

Notably, upon observing the diminishing defense capability in the graph drawing classifier, we

conclude that the presence of a skip connection circumvents implicit gradients, thereby defeating

the defense capability.

There is room for improvement in the rendering classifier. Currently, the scene control param-

eters are manually set, mainly due to the scarcity of training data with actual object textures. A

potential avenue for future work could involve designing a module to learn texture priors from the

point cloud. This approach aims to generate more realistic 2D images by incorporating learned

texture information.
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Chapter 6

Polyps Dataset Creation and Evaluation

Abstract
Colorectal cancer (CRC) is one of the most common types of cancer with a high mortal-

ity rate. Colonoscopy is the preferred procedure for CRC screening and has proven to be

effective in reducing CRC mortality. Thus, a reliable computer-aided polyp detection and

classification system can significantly increase the effectiveness of colonoscopy. In this pa-

per, we create an endoscopic dataset collected from various sources and annotate the ground

truth of polyp location and classification results with the help of experienced gastroenterol-

ogists. The dataset can serve as a benchmark platform to train and evaluate the machine

learning models for polyp classification. We have also compared the performance of eight

state-of-the-art deep learning-based object detection models. The results demonstrate that

deep CNN models are promising in CRC screening. This work can serve as a baseline for

future research in polyp detection and classification.

6.1 Motivation

Colorectal cancer (CRC) is one of the most common cancers diagnosed throughout the world

[203; 204]. From the data of both sexes combined, CRC contributes to 10.2% of all cancer cases in

2018 as the third most common cancer, following lung cancer (11.6%) and breast cancer (11.6%)

[205]. It is the second deadliest cancer in terms of mortality causing 9.2% of the total cancer

deaths [205]. According to the statistics [204], both male and female are almost affected equally.

Nevertheless, despite the high incidence and mortality rates, the deaths caused by CRC have been
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decreasing with an accelerating decline rate since 1980 for both men and women [206]. This trend

mainly reflects the progress achieved in early detection and treatment.

Early detection plays a significant role in fighting CRC. It not only brings down the mortality

but also prevents excessive treatment costs by diagnosing before CRC spreads to distant organs

[207]. According to [204], the stages at which the disease is diagnosed highly correlate to survival,

with a 90% 5-year survival rate for the localized stage, 70% for the regional stage, and 10% for

distant metastatic cancer. Another reason we should rely on early detection is due to the nature of

the symptoms and development of CRC. Although no symptoms can be easily observed before the

tumor reaches a certain size (typically several centimeters) [207], it would typically take several

years to as long as a decade for CRC to develop [208], starting from precancerous polyps. Both

facts add up to show the significance and potential of diagnosing CRC by regular screening at an

early stage, even before polyps become cancerous.

6.1.1 CRC screening options

There are several common CRC screening options, which can be roughly divided into two cate-

gories: visual examinations and stool-based tests. Each method has its advantages and limitations.

The evaluation needs to take into account a broad range of factors including statistical data and

psychological effects. The most important metric, like many other screening tests, is ‘sensitivity’

[207], which is also called ‘recall’ in some other fields, determined as the percentage of patients

with the disease that is actually detected. From sensitivity, we know the possibility of a patient

walking out of the clinic with lesion undetected, the consequences of which are severe. Therefore,

in many instances, it is the single most important metric to optimize.

Another statistical measure that often comes along with sensitivity is ‘specificity’, which is

measured as the fraction of healthy people that are correctly identified. It indicates the potential of

a test to falsely detect lesions in healthy clients. This will cause mental stress on the clients, and the

following treatment might result in unnecessary physical harm and financial burdens. Thus, a high-

specificity test is also preferred. For a screening method in real clinical settings, there is generally
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a trade-off between the sensitivity and the specificity. With the consequences of missing a lesion

much more grave than a false diagnosis, sensitivity is usually preferred over specificity. A higher

specificity screening can always follow a high sensitivity test to filter out the falsely diagnosed

cases [207]. Other factors include how easy the preparation is, how accessible the facility is, how

much the test costs, etc. Since individuals who need to be screened are oftentimes asymptomatic,

the experience will affect their compliance, which is an important part of an effective screening

program [207]. In the following session, some common CRC screen methods and their properties

are discussed.

Colonoscopy is the recommended CRC visual examination screening method. The advantages

of colonoscopy include high sensitivity, the ability to remove lesions at detection and full access

to proximal and distal portions of the colon [207]. The colonoscopy can reach a sensitivity of

95% in detecting CRC according to Rex et al. [209]. The disadvantages are mostly related to the

way colonoscopy is conducted [210; 207]. At least one day before the test, it requires a compli-

cated bowel preparation, which requires the participant to change diet and take medicine to cause

diarrhea. During the test, sedation or anesthesia might be performed, and there is a risk of post

colonoscopy bleeding. Thus, the suggested 10-year screening interval has a low compliance rate

[207]. Narrow-Band Imaging (NBI) is a newly developed technique by modifying light source

using optical filters in an endoscope system [211]. Compared to normal colonoscopy, intensified

lights of a certain wavelength can better present the mucosal morphology and vascular pattern

[212]. Studies show that NBI performs better in CRC detection than conventional colonoscopy

[211; 212].

Computed Tomography (CT) Colonoscopy is a structural radiologic examination that em-

ploys software to reconstruct 3D views of the entire colon to detect lesions. Although it has a

slightly less sensitivity of > 90%, the less-invasive nature of CT colonoscopy results in a higher

participation rate [213; 214]. The limitations include unpleasant bowel preparation before the test,

uncomfortable inflation of the colon with air during the test, and safety concerns over the use

of radiation. Compared to colonoscopy, CT colonoscopy is not studied thoroughly, e.g., uncer-
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tain screening interval [207]. With the fact that CT colonoscopy requires follow-up colonoscopy

with lesion detected and its sensitivity highly dependant on radiologists’ expertise, it is only rec-

ommended to individuals whose physical conditions are not fit for the invasive examination of the

colon [207]. A similar screening method, double-contrast Barium Enema, is also not recommended

due to similar limitations and even more complicated procedures [215].

Sigmoidoscopy is similar to colonoscopy, but it can only access the distal part of the colon.

It shares the same high sensitivity as colonoscopy and can remove lesions at the detection. In

addition, it requires less complicated bowel preparation and usually does not need sedation [215].

However, sigmoidoscopy has limited accessibility to only the distal colon rather than the proximal

part, making it less effective due to the higher risk of proximal CRC among elder individuals and

women [215]. Therefore, it is recommended to pair sigmoidoscopy with other screen methods

[207].

Wireless Capsule Endoscopy uses a miniaturized camera in a swallowable capsule to trans-

mit gastrointestinal images to portable receiver units that can be easily worn [216]. Although a

typical examination takes about 7 hours [217], the process does not impact patients’ life quality

compared to other methods. This wireless capsule can also examine the entire small bowel that is

not accessible to other endoscopy practices [217]. Nevertheless, wireless capsule endoscopy has

some drawbacks as well. For example, it has no therapeutic capability [217]. Also, it does not take

images in distended bowel as other methods [217], the practitioners need training to interpret the

images.

Fecal Occult Blood Test (FOBT) and Fecal Immunochemical Test (FIT) both detect hemoglobin

in the stool to indicate if a lesion exists. Both tests are non-invasive and easy to carry out even at

home, but their sensitivities suffer for earlier stages of lesions due to less frequent bleeding [207].

In addition, some dietary intakes can alter the test results, reducing the performance of FOBT and

FIT.

There are other screening tests like the DNA test, wireless capsule endoscopy, etc. However,

due to low sensitivity and lack of sufficient supportive studies, they normally need a subsequent
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colonoscopy when the result is positive.

6.1.2 Goals

As the reference CRC screening test, colonoscopy has obvious advantages over its alternatives.

However, its performance depends on several variables, like the bowel preparation, the number of

polyps, and the part of the colon where the polyps are located [218; 219; 220]. Furthermore, human

factors can influence screening sensitivity and specificity. Inexperienced gastroenterologists have

higher miss-detection rates compared to those who are well-trained. According to Leufkens et

al. [219], participants before training showed significantly lower performance than post-training

results. Colonoscopy is also subjected to the physical and mental fatigue of the gastroenterologists.

The screening process requires prolonged concentration and is usually repeated throughout the

day. A study by Chan et al. [218] showed that 20% more polyps are detected from early morning

screenings.

It is obvious that a fine-grained deep learning framework to automatically detect polyps is

needed to help physicians locate and classify the lesions. This deep learning framework can as-

sist physicians during screening in real-time and prompt the detected region and polyp category.

Thus, such a computer-aided system can help eliminate the miss rate due to physical and mental

fatigue and allow the gastroenterologists to focus on regions where lesions actually exist. This

automated system also ensures high performance in clinics where access to experienced gastroen-

terologists is difficult. An accurate detection system can also improve the detection rate of smaller

pre-cancerous polyps using the Convolutional Neural Network (CNN) models. The sensitivity of

current colonoscopy suffers as the size of the colon becomes smaller [215; 208; 207]. This can be

improved because the state-of-the-art CNN models can extract features from objects at different

scales.

Deep learning models require larger datasets to exploit their full potential. Recent benchmark

datasets for general computer vision tasks all have more than 10k images [221]. We want to build

a polyp classification dataset based on the videos from the colonoscopy procedure with a reason-
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able number of samples to train deep neural network models. The images in the dataset contain

polyps from different stages and are representative of different types of polyps. We will label each

frame with accurate polyp locations and categories. Although constructing such a dataset is time-

consuming and labor-intensive, it will benefit the research community to develop more accurate

and robust deep learning models to achieve a higher detection rate and to reduce CRC mortal-

ity rate. The dataset could also standardize and facilitate the training of medical professionals in

endoscopy.

Using the developed dataset, we have evaluated and compared the performance of the state-

of-the-art deep learning models for polyp detection and classification. The dataset and the corre-

sponding annotations can be downloaded via https://doi.org/10.7910/DVN/FCBUOR.

6.2 Related Work

Deep learning has achieved more and more attention in recent years with wide applications across

a variety of areas. It boosts the performance by a significant margin in tasks like computer vision,

speech recognition, natural language processing, data analysis, etc. [79; 2; 18; 27; 222; 174]. The

success is largely owing to the development of deep Convolutional Neural Networks (CNN) which

have been proven to be especially effective in extracting high-level features. Among all these

areas, deep learning has achieved huge success in computer vision applications, with early CNN

models almost halving the error rate in the ImageNet classification challenge compared to classic

models [2]. In recent years, CNN-based models have demonstrated their outstanding capabilities

in many complicated vision tasks, like object detection, image segmentation, object tracking, etc.

[82; 114; 223; 224; 110].

6.2.1 Computer Vision in Medical Applications

Researchers have been trying to use computer vision techniques in medical applications as early

as 1970 [225]. At that time, image processing was only a low-level task like edge finding and
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basic shape fitting. As the handcrafted models became more sophisticated, some studies showed

success in areas like salient object detection and segmentation [226; 227]. The ability of these

models to analyze the surface pattern and appearance prompts their application in a wide range of

medical fields, such as neuro, retinal, digital pathology, cardiac, and abdominal [225]. Bernal et

al. [228] proposed a model that considers polyps as protruding surfaces and utilizes valley infor-

mation along with completeness, robustness against spurious responses, continuity, and concavity

boundary constraints to generate energy map related to the likelihood of polyp presence. In the

study [229], the model exploits the color feature extraction scheme based on wavelet decomposi-

tion and then uses linear discriminant analysis to classify the region of interest. Other handcrafted

feature approaches can be found in [230].

The limiting factor of hand-engineering models is the need for researchers to understand and

design filters. They tend to perform better for low-level features. Deep learning models can auto-

matically generate parameters with deeper layers and extract high-level semantic features. Espe-

cially in recent years, many new models [231; 232] and techniques [233; 107; 105; 108] have been

published to set new records in various computer vision tasks. [234] employs multi-scale architec-

ture with 3 layers of CNN and 3 layers of max-pooling followed by fully connected layers. Another

model uses a slightly different approach using 3 different extracted features, color and texture clues,

temporal features, and shape to feed an ensemble of 3 CNN models [235]. Deep learning models

have been widely applied to medical problems like anatomical classification, lesion detection, and

polyp detection and classification in colonoscopy [236; 237; 238; 239; 240; 241]. In [236], Six

classical image classification models have been compared to determine the categories of detected

polyps. It assumes all polyps have been detected and cropped out from the original sequences. An

enhanced U-Net structure has been proposed in [242] for polyp segmentation. In this paper, we

focus on polyp detection from the endoscopic sequences to assist gastroenterologists in both polyp

detection and classification. We evaluate and benchmark the state-of-the-art detection models for

colonoscopy images.
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6.2.2 Object Detection

Different computer vision techniques can be adapted to perform polyp detection, such as object

detection, segmentation, and tracking. We will use the eight state-of-the-art object detection mod-

els (Faster-RCNN [38], Faster-RCNN [38] with DetNet [4] as backbone, YOLOv3 [41], YOLOv4

[44], SSD [49], RetinaNet [50], RefineDet [51] and ATSS [52]) introduced in Section 1.1 to eval-

uate their performance on our dataset in this comparative study.

6.3 Dataset Build

The performance of a CNN model is highly dependent on the dataset. During training, a CNN

model learns from a large number of examples how to extract semantic features, on which local-

ization and classification are based. Therefore, CNN detectors perform better when the dataset

consists of representative examples of all categories. For example, images that are taken from

different viewpoints, various illumination conditions, multiple sizes, etc. The more representative

the dataset is, the more likely the CNN models can learn meaningful features for detection and

classification. Then, at the inference time, the trained CNN models will have a higher ability to

generalize the feature extraction on new input images.

In the research community, there are several small collections of endoscopic video datasets for

different research purposes, such as MICCAI 2017, Gastrointestinal Lesions in Regular Colonoscopy

Data Set (GLRC) [243] and CVC colon DB [228] dataset. However, after careful observation and

analysis, we found that these datasets differ greatly from each other in terms of resolution and

color temperature, as shown in Figure 6.1. This is largely due to the setups and characteristics of

different imaging equipment used for data collection. As pointed out in [244], two of the main

reasons why current CNN models perform worse in the real world compared to benchmark test

sets are the variance in image backgrounds and image quality. As shown in Figure 6.1, the images

in different datasets vary greatly. If we train the models using only one of these datasets, the mod-

els may have poor generalization ability, and their performance will suffer when being applied to
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(a) MICCAI (b) GLRC (c) KUMC

Figure 6.1: Sample frames from different colonoscopy. (a) has a higher resolution and a warm
color temperature; (b) has lower resolution and a green tone; (c) is more natural in color tone but
has a transparent cover around the frame edges.

colonoscopy images from different devices in another medical facility, as demonstrated in Section

Experiments and Section Results and Analysis. More recently, there are several large datasets pub-

lished on colonoscopy [245; 246], like Hyper-Kvasir [247] and Kvasir-SEG [248]. Hyper-Kvasir is

a general-purpose dataset for gastrointestinal endoscopy. It detects 23 different classes of findings

in the images and videos, including polyp, Angiectasia, Barretts, etc. [247] However, it does not

provide the hyperplastic and adenomatous classification. Similarly, Kvasir-SEG provides labels

in segmentation format. Thus, they could not be used to train detection models to predict polyp

categories.

Another big limiting factor is the lack of distinct training examples. Although the available

dataset seems to have many images, these images are actually extracted from a small number of

video sequences. Each endoscopic video sequence only contains a single polyp viewed from dif-

ferent viewpoints. If we inspect the polyp frame by frame, we can see that most of the frames

are taken from almost identical viewpoints and distances as shown in Figure 6.2. Some video

sequences do not have noticeable movement across 1000 frames. Thus, there are significant re-

dundancies in these datasets, especially for polyp classification, which requires a large collection

of distinct videos (polyps) to train the classifier. Considering recent benchmark datasets like MS

COCO [5] with over 300k distinct images, more colonoscopy data are needed to achieve reasonable

performance.

In order to make the best use of the recent development of deep learning technologies for object

detection. We collected and created an endoscopic dataset and compared the performance of the
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(a) Frame 1 (b) Frame 70 (c) Frame 146

Figure 6.2: A colonoscopy sequence. From frame 1 to frame 146, the camera shows unnoticeable
movement.

state-of-the-art detectors for polyp detection and classification. These datasets come from various

sources and serve different purposes as will be discussed in the following subsection. To integrate

them together, we refer to PASCAL VOC [221] object detection task to standardize the annotation.

The dataset only contains two categories of polyps: hyperplastic and adenomatous polyps. It

is important to train a model that could reliably differentiate them since adenomatous polyps are

commonly considered as precancerous lesions that require resection while hyperplastic polyps are

not [243].

6.3.1 Datasets Selection and Annotation

In this study, we have collected all publicly available endoscopic datasets in the research commu-

nity, as well as collected a new dataset from the University of Kansas Medical Center. All datasets

are deidentified without revealing the patient information. With the help of three endoscopists, we

annotated the polyp classes of all collected video sequences and the bounding boxes of the polyp

in every frame. Below is an introduction to each dataset.

MICCAI 2017: This dataset is designed for Gastrointestinal Image ANAlysis (GIANA), a

sub-challenge of the Endoscopic Vision Challenge [249]. It contains 18 videos for training and 20

videos for testing. The dataset is only labeled with polyp masks to test the ability to identify and

localize polyps within images. There are no classification labels in this dataset. We converted the

polyp masks into bounding boxes for each frame and annotated the polyp class.

CVC colon DB: The dataset has 15 short colonoscopy videos with a total of 300 frames [228].

102



(a) Underexposed (b) Blurry (c) Out of Focus

Figure 6.3: Some bad examples of colonoscopy frames

The labels are in the form of segmentation masks, and there are no classification labels. We ex-

tracted the bounding boxes and labeled the polyp class.

GLRC Dataset: The Gastrointestinal Lesions in Regular Colonoscopy Dataset (GLRC) con-

tains 76 short video sequences with class labels [243]. There is no label for polyp location. We

manually annotated the bounding box of each polyp frame by frame.

KUMC Dataset: The dataset was collected from the University of Kansas Medical Center. It

contains 80 colonoscopy video sequences. We manually labeled the bounding boxes as well as the

polyp classes for the entire dataset.

6.3.2 Frame Selection

The video sequences from these datasets consist of different numbers of frames. For example, CVC

colon DB only has 300 frames in total, averaging 20 frames per video sequence, while the number

of frames in MICCAI 2017 varies from 400 to more than 1000 with a median value of around 300 in

each sequence. The extreme imbalance among different lesions will reduce the representativeness

of the dataset. In addition, many frames in a long sequence are redundant since they are taken

with very small camera movement. To avoid some long videos overwhelming others, we adopt

an adaptive sampling rate to extract the frames from each video sequence based on the camera

movement and video lengths to reduce the redundancy and homogenize the representativeness of

each polyp. After sampling, we extracted around 300 to 500 frames for long sequences to maintain

a balance among different sequences, while for small sequences like CVC colon DB, we simply

keep all image frames in the sequence.
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After extracting all frames, we carefully checked the generated dataset and manually removed

some frames that contain misleading or unuseful information. For example, when there is a sharp

movement of the camera, the captured images may be severely blurred, out of focus, or subject

to significant illumination change, as shown in Figure 6.3. These images cannot be accurately

labeled, so they are removed. While some less flawed frames are kept to improve the model’s

robustness under imperfect and noisy conditions.

Polyp classification only by visual examination is a big challenge, as reported in [243], the

accuracy is normally below 70% even for experienced endoscopists. In clinical practice, the results

have to be confirmed by further biopsy tests. However, since we only have video sequences,

when the endoscopist could not reach an agreement on the classification results, we simply remove

those sequences from the dataset, otherwise, the models may not learn the correct information for

classification. Eventually, the dataset contains 155 video sequences (37,899 image frames) with

the labeled ground truth of the polyp classes and bounding boxes.

6.3.3 Dataset Split

In order to train and evaluate the performance of different learning models, we need to divide

the combined dataset into training, validation, and test sets. For most benchmark datasets for

generic object detection, the split is normally based on images. However, this does not apply to the

endoscopic dataset. Because all frames in one video sequence correspond to the same polyp, if we

split the dataset at the image level, then the same polyp will simultaneously appear in the training,

validation, and test sets. This will falsely increase the classification performance since the models

have already seen the polyps to be tested during the training stage. Therefore, we split the dataset

at the video level.

Since the final dataset is combined from four different datasets captured by different equip-

ment with different data distributions. To increase the representativeness of the dataset, as well as

the balance of the two classes of polyps, we make the division for each dataset and polyp class

independently. For each class in one dataset, we randomly select 75%, 10%, and 15% sequences
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Figure 6.4: Six sample frames from the generated dataset.

Table 6.1: Dataset Organization

Dataset MICCAI2017 CVC colon DB GLRC KUMC 80
before

selection 38 15 76 80

after
selection 23 15 41 76

# of Seqs

ad hp ad hp ad hp ad hp
13 10 10 5 26 15 38 38

train val test train val test train val test train val test
20 1 2 11 1 3 29 5 7 56 10 10

ad hp ad hp ad hp ad hp ad hp ad hp ad hp ad hp ad hp ad hp ad hp ad hp
12 8 0 1 1 1 7 4 1 0 2 1 19 10 3 2 4 3 27 29 5 5 6 4

to form the training, validation, and test sets, respectively. For example, the GLRC [243] has 41

videos, with 26 adenomatous and 15 hyperplastic sequences. We split the 26 adenomatous se-

quences and the 15 hyperplastic sequences independently according to the same ratio to guarantee

the class balance in the final dataset.

In summary, we have generated 116 training, 17 validation, and 22 test sequences, with 28773,

4254, and 4872 frames, respectively, for each set. Some sample frames from the dataset are shown

in Figure 6.4. For the training set, we combine all frames from the 116 sequences into one folder

and shuffle them. While for the validation and test sets, we keep the sequence split in order to evalu-

ate the model performance based on polyps (i.e., sequences). The details of the dataset organization

are shown in Table 6.1. The dataset can be accessed from this https://doi.org/10.7910/DVN/FCBUOR.
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Table 6.2: Experiment Setup

Batch Size Image Size Learning Rate Weight Decay NMS
Threshold

Confidence
Threshold

Epoch/Iter
(2-class det)

Epoch/Iter
(1-class det)

Faster RCNN 8 600 10−3 10−1 0.45 0.50 7 3
SSD 8 300 4×10−4 10−4 0.45 0.50 8 35k iter

YOLOv3 32 416 10−3 5×10−4 0.45 0.50 24k iter
RetinaNet 1 608 10−5 0.50 0.50 9 1

DetNet 8 600 10−3 10−4 0.45 0.50 2 5
RefineDet 8 512 10−4 5×10−4 0.45 0.50 35k iter 130k iter
YOLOv4 4 416 10−4 5×10−4 0.45 0.50 40 26

ATSS 16 600 5×10−3 10−4 0.45 0.50 15k iter 10k iter

6.4 Experiments

Using the generated dataset, we evaluated eight state-of-the-art object detection models, including

Faster RCNN [38], YOLOv3 [41], SSD [49], RetinaNet [50], DetNet [4], RefineDet [51], YOLOv4

[44] and ATSS [52]. To set the benchmark performance, three different experiment setups are

tested: frame-based two-class polyps detection, frame-based one-class polyps detection, and

sequence-based two-class polyps classification. The performance of the two frame-based detec-

tions is measured using regular object detection metrics. For the sequence-based classification,

regular detection models will be applied to each frame. Then a voting process picks the mostly

predicted polyp category as the final classification result. More specific details will be presented

below.

The eight detection models are mostly proposed with good performance on generic object

detection tasks. These models are adopted from the originally published setups, with slightly

modified hyperparameters to optimize their performance on the polyp dataset. The hyperparameter

setups are listed in Table 6.2. We employ the following three metrics as shown in Equation 6.1 to

evaluate the performance of each model: precision, recall, and F-score.

Precision =
True Positive

True Positive+False Positive

Recall =
True Positive

True Positive+False Negative

F1 = 2× Precision×Recall
Precision+Recall

(6.1)
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• Precision measures the percentage of correct predictions. Polyp detection indicates confidence

in the prediction when a positive detection occurs. Higher precision can reduce the chances of a

false alarm, which will cause the financial and mental stress of a client.

• Recall is the fraction of the objects that are detected. It is very important in polyps detection

since a higher recall ensures more patients receive a further check and appropriate treatment in

time. It can also reduce mortality and prevent excessive costs to patients.

• F-score takes both precision and recall into consideration. It measures a balanced performance

of a model between false positive and false negative.

6.4.1 Frame-based Two-class Polyp Detection

This experiment predicts polyps for individual frames. It is a test of a model’s localization and

classification ability. The CNN models are trained using our training set which consists of a mix of

frames from different video sequences. During the validation and test phase, we treat each frame

individually and evaluate the performance.

Since the state-of-the-art CNN detectors have fast detection speed and can be implemented in

real-time. This allows the endoscopists to find the lesions and provide category suggestions during

colonoscopy. As human operators may suffer from fatigue and focus loss after long hours of work,

this automated process could alert and assist the endoscopists to focus on suspected lesions and

avoid miss detection.

To test the effectiveness of the proposed dataset with respect to a single dataset mentioned

above, we also perform the frame-based two-class detection using a single dataset. In this con-

trolled experiment, we train all the models trained using the KUMC dataset. Since this dataset

contains a variety of more sequences and video frames than other datasets, it guarantees the con-

vergence of all involved models. After training, we test the models on the same combined test set

as in other experiments. As shown in the results, the performance of all models will drop signif-

icantly when trained using only a single dataset. This experiment verifies the effectiveness of the
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combined dataset.

6.4.2 Frame-based One-class Polyp Detection

This experiment has almost the same setups as the frame-based two-class polyp detection except

for the class number. Hyperplastic and adenomatous polyps are treated as a single class polyps. For

annotation files, instead of providing a separate set of annotation files, we read the same ground

truth as the previous experiment, and discard the information about polyp categories during training

and inference time.

In colorectal cancer screening, it is more important to accurately detect whether polyps are

developed than classifying polyp categories, because further screening and diagnosis are always

followed after colonoscopy finds suspected lesions. This experiment aims to test whether a higher

performance could be achieved by only localizing polyps in general. Without the more challenging

task of classifying polyp categories, CNN models could be trained to extract more generalized fea-

tures to distinguish polyps. Screening methods with higher precision like biopsy or polypectomy

then could be followed to determine the categories of lesions.

6.4.3 Sequence-based Two-class Polyp Classification

This experiment adopts the same setup as Frame-based Two-class tests, however, we only make

one prediction for each video sequence since it only contains the same polyp in the sequence.

During the test period, it will generate the prediction based on individual frames at first, then we

collect all results from every frame of a video sequence and classify the video based on the mostly

predicted polyp category. Although there may be better ways to classify a video sequence such as

based on the confidence score of the prediction for each frame, we only adopt the basic approach

as a benchmark to see how much improvement we can achieve for sequence-based prediction.

Sequence-based classification is the practice of clinical application since all frames in the se-

quence are observing the same polyp from different viewpoints. It also has the potential to achieve

better performance. To classify the polyp only from a frame is difficult, for example, the polyp
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Figure 6.5: Three examples of the detection results with the predicted classes and confidence scores

may be partly occluded in some frames or appear small when viewed from a far distance. All these

scenarios will make it hard to be accurately classified. However, in video-based classification, we

are combining information from different viewpoints which can reduce the influence caused by

those hard frames. Thus, at the clinic, the endoscopist usually takes the colonoscopic video from

various viewpoints to ensure a reliable classification of the polyps.

6.5 Results and Analysis

In the experiments, the frame-based and sequence-based two-class detection and classification

share the same CNN model. All hyperparameters for the compared models are summarized in

Table 6.2. The final models chosen for the test are based on the validation performance. Precision,

recall, and F1 scores are all calculated at the confidence threshold of 0.5 to ensure a fair compar-

ison. The best-performance CNN models are mostly produced before epoch 10. An exception is

RefineDet one-class detection, with 130k iter equaling around 45 epochs. However, it has achieved

similar validation performance, 88.05% mAP, as early as 30k iter compared to 88.12% at 130k iter.

We suggest the best CNN model for polyps detection is usually generated at the earlier training

stage.

6.5.1 Frame-based Two-class Polyp Detection

The results are shown in Table 6.3. Overall, all detectors have achieved better performance for

adenomatous polyps since they are larger in size and their shape and texture are easier to distinguish
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Table 6.3: Results for Frame-based Two-class Polyp Detection

Category Precision Recall F1-score AP

Faster RCNN
ad 72.8 73.0 72.9 72.9
hp 42.2 63.1 50.6 42.5

Mean 57.5 68.1 62.3 57.7

SSD
ad 82.7 77.4 80.0 82.7
hp 54.6 51.8 53.1 52.5

Mean 68.6 64.6 66.5 67.6

YOLOv3
ad 89.7 23.2 36.9 61.1
hp 60.0 16.2 25.5 35.0

Mean 74.9 19.7 31.2 48.0

RetinaNet
ad 85.4 59.1 69.8 57.9
hp 52.9 43.7 47.9 40.5

Mean 69.2 51.4 59.0 49.2

DetNet
ad 73.0 67.5 70.2 60.4
hp 46.0 65.0 53.8 42.2

Mean 59.5 66.2 62.7 51.3

RefineDet
ad 92.2 61.3 73.6 81.1
hp 49.1 86.3 62.6 65.9

Mean 70.7 73.8 72.2 73.5

YOLOv4
ad 90.5 54.0 67.6 70.4
hp 54.0 40.6 46.3 42.7

Mean 72.3 47.3 57.2 56.6

ATSS
ad 79.5 76.3 77.9 80.7
hp 57.2 68.0 62.2 58.4

Mean 68.4 72.2 70.2 69.5

from the colonic wall. RefineDet has achieved the best-combined performance. It achieves the

highest mean F1-score, mAP, and mean recall than all other models. YOLOv3 yields the best

precision by sacrificing its recall, which is abnormally lower than other detectors. Figure 6.5

shows some examples of the detection results. We pick a confidence threshold of 0.5. As shown

in the examples, the models are very confident about their predictions. They mostly have only one

prediction with a confidence score over 0.5 on each frame. The predicted bounding boxes are very

tight and precise on the lesions, which shows great potential in assisting colonoscopy practice.

To analyze the difference between recalls from YOLOv3 and other detectors at the confidence

threshold of 0.5, we have plotted the count of true positives (TP) and false positives (FP) over
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(a) RefineDet

(b) YOLOv3

Figure 6.6: True positive (green plot) and false positive (red plot) count w.r.t. confidence. We dis-
card any predictions with a confidence score below 0.01 since they tend to be random predictions.

different confidence scores. In Figure 6.6, we only show the charts from RefineDet and YOLOv3

since RefineDet has similar patterns as the other four detectors. RefineDet and other detectors show

a clear maximum peak for TP count at confidence > 0.9 and another weaker peak for confidence

< 0.1. While YOLOv3 has fewer predictions with high confidence. Therefore, although YOLOv3

is a conservative prediction that has high accuracy, it misses a large proportion of lesions and

results in low recall.

SSD yields the best adenomatous polyps detection recall, F1 score, and AP value. Overall,

its mAP (67.6%) ranks third, closely matching the most recent detector ATSS and leading the
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following detector, Faster RCNN with mAP of 57.7%, by a considerable margin. For the harder

task of hyperplastic polyp detection, RefineDet yields the highest scores for recall, F1, and AP.

These results show that SSD-based detectors, SSD, RetinaNet, and RefineDet, are generally doing

well in detecting polyps. RefineDet, by roughly adjusting anchors first, obtains better localiza-

tion knowledge before generating final predictions. Faster RCNN has a similar two-step archi-

tecture. Therefore, it also has decent performance. This indicates the possibility of improving

polyp detection performance by adding more refined location information before making final

predictions. YOLOv4 outperforms YOLOv3 in almost every aspect, indicating that the tricks on

general-purpose detectors are also effective in polyps detection. ATSS ranks second at hyperplas-

tic polyp detection precision after YOLOv3. It also consistently performs on par with RefineDet,

especially in hyperplastic detection.

6.5.2 Generalizability and Comparison with Previous Dataset

The generalization ability refers to the adaptivity of the trained models to new, previously unseen

data. This is very crucial in practical applications since the test images may have different distri-

butions from the ones used to create the model. In order to test if the newly generated dataset can

increase the generalizability of the trained models, we compare our results with the models only

trained on a single dataset.

We conduct the frame-based two-class polyp detection only on a single dataset, the KUMC

dataset. The models are trained using the images from KUMC and tested on the full combined test

set as in other experiments that consist of frames from different datasets. The results of different

models are shown in Table 6.4. We can see that, on average, the performance is dropped by

8%, when we compare the results in Table 6.3 where all models are trained using the proposed

dataset. The performance drop is mainly caused by the representativeness and the number of

training samples. Although KUMC contains more variable sequences and frames than the other

datasets combined, the color and illumination of different datasets may differ greatly, as shown in

Figure 6.1. Therefore, the models trained on a single dataset may suffer poor generalization.
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Table 6.4: Result for training on KUMC and testing on the full combined test set

Faster
RCNN SSD YOLO

v3
Retina

Net DetNet RefineDet YOLOv4 ATSS

mAP 52.7 56.1 42.6 36.9 51.5 60.8 51.4 60.8

Table 6.5: Result for Frame-based One-class Polyp Detection

Precision Recall F1
score AP Inference

Time FPS

Faster RCNN 63.9 89.8 74.7 85.6 52ms 19
SSD 91.3 82.0 86.4 86.3 17ms 59

YOLOv3 95.9 78.0 86.0 81.0 17ms 59
RetinaNet 86.1 86.6 86.3 87.9 61ms 16

DetNet 85.8 81.8 83.7 80.5 64ms 16
RefineDet 91.2 86.2 88.6 88.5 31ms 32
YOLOv4 89.8 74.4 81.3 83.9 30ms 33

ATSS 92.1 84.7 88.3 88.1 53ms 19

6.5.3 Frame-based One-class Polyp Detection

The results for detection only without classification are shown in Table 6.5. We can see YOLOv3

achieves the highest precision among all detectors, which is consistent with the two-class results.

With a reasonable recall, it also yields a high F1 score. Compared to its two-class detection per-

formance, there is evidence that YOLOv3 is better at detecting than classifying polyps. YOLOv3

generates classification scores and bounding box adjustments at the same time. Since classification

performance is based on the anchor information, YOLOv3’s original anchors might not contain

sufficient portions of a polyp due to its small size. We suggest that refined location information is

more important for distinguishing polyp categories than for locating them.

Table 6.6 shows the detailed localization results for adenomatous and hyperplastic polyps.

We can see that Faster RCNN achieves the best recall, which is the most important metric in

clinical settings. For adenomatous polyps, Faster RCNN achieves 93.3% recall, on par with recent

clinical screening results. It is one of the only three detectors (with RefineDet and ATSS) that

achieve over 80% recall for the hyperplastic polyps. Recall that in the above two-class detection,

Faster RCNN also achieves the top three recall scores. Thanks to the region proposals, two-stage
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Table 6.6: Frame-based One-class Polyp Detection Results for each Class

Category Precision Recall F1-score AP

Faster RCNN
ad 75.9 93.3 83.7 90.2
hp 50.0 84.3 62.8 74.3

SSD
ad 96.1 87.6 91.7 89.8
hp 83.5 73.1 77.9 79.9

YOLOv3
ad 98.6 86.4 92.1 90.5
hp 90.5 64.6 75.4 77.6

RetinaNet
ad 93.4 91.7 92.6 90.3
hp 75.2 78.5 76.8 81.4

DetNet
ad 93.5 86.6 89.9 81.7
hp 74.4 74.1 74.2 75.1

RefineDet
ad 96.1 89.6 92.7 90.3
hp 83.7 80.8 82.2 85.2

YOLOv4
ad 92.9 79.7 85.8 86.0
hp 84.4 65.9 74.0 79.3

ATSS
ad 96.1 87.3 91.5 89.6
hp 86.0 80.6 83.2 84.2

detectors usually have more chances to detect the polyps. While YOLOv3 also achieves competing

performance in one-class detection. It yields the highest precision with a reasonable recall score.

RefineDet still yields the best overall performance with the highest F1 score and AP. All SSD-

based detectors perform almost equally well. The focal loss of RetinaNet does not show significant

improvement on the original SSD model. DetNet does not show improvement over Faster RCNN,

however, it makes the detector more balanced by increasing the precision by 20%+, resulting in a

better F1 score.

We also evaluated the inference time of different models in frame-based one-class detection.

All models are evaluated on an NVIDIA TESLA P100 GPU. As shown in Table 6.5, The single-

stage detectors (SSD, YOLOv3, RetinaNet, and RefineDet) are faster than the two-stage detectors

(Faster RCNN and DetNet). SSD and YOLOv3 achieve the fastest inference time at 17ms, which

is over 60 frames per second (fps). However, even for the slowest model DetNet, it still achieves

64ms, which is above 15 fps. Please note that a deeper backbone network will require more infer-

ence time than a shallower backbone network. For example, RetinaNet with ResNet-50 increases
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Table 6.7: Result for Sequence-based Two-class Polyp Classification

Precision Recall F1-score
Faster RCNN 81.2 81.2 81.2

SSD 86.6 85.0 85.8
YOLOv3 72.2 60.3 65.7
RetinaNet 81.8 82.9 82.4

DetNet 85.8 86.8 86.3
RefineDet 78.1 73.1 75.5
YOLOv4 87.5 80.8 84.0

ATSS 81.2 81.2 81.2

the inference time to 61ms from 17ms for SSD with VGG-16.

6.5.4 Sequence-based Two-class Polyp Classification

From Table 6.7, we can see that both SSD, DetNet and YOLOv4 stand out in terms of precision,

recall, and F1 score. This means that they are better at predicting correct polyp categories. Another

interesting observation is that, although some detectors produce more consistent results for differ-

ent frames in the same sequence, they do not yield higher precision. It becomes obvious when we

plot the percentage of the dominant predicted category in each video sequence in Figure 6.7. We

only show the plots for RetinaNet and RefineDet as examples. DetNet, FasterRCNN, and Reti-

naNet are not very consistent in predicting the polyp class for some of the video sequences, with

close to 50% dominant class. This means the predictions are not robust with only a few frames

to swing the result. RefineDet, SSD, YOLOv4, and ATSS, on the other hand, are relatively more

robust in predicting the polyp class with most sequences above 70%.

6.6 Conclusion

In this paper, we have developed a relatively large endoscopic dataset for polyp detection and

classification. We have also evaluated and compared the performance of eight state-of-the-art

deep learning-based object detectors. Our results show that deep CNN models are promising in

assisting CRC screening. Without too much modification, general object detectors have already
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(a) RefineDet

(b) RetinaNet

Figure 6.7: Percentage of the dominant class. Detectors predict the polyp category in each indi-
vidual frame. The category with more than 50% of all frames is the dominant category for that
video sequence. The charts show the percentage of frames classified as the dominant class in each
test sequence. (ad) and (hp) on the bottom means ground truth class adenomatous and hyperplastic
respectively. Correct predictions are in green and misclassifications are in red.
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achieved adenomatous polyps detection sensitivity of 91% in the one-class detector and around

70% precision in the classification task. Among all the detectors we have tested, YOLOv4, ATSS,

and RefineDet perform relatively well in all tests with balanced precision and recall scores and

consistent results for the same lesions. Our experiments also show the refinement of location

information before classification will effectively boost the performance.

This study can serve as a baseline for future research in polyp detection and classification.

The developed dataset can serve as a standardized platform and help researchers design more

specialized CNN models for polyp classification. Looking back at the fast development in the

computer vision field in recent years, the availability of the benchmark dataset plays a significant

role. We hope our dataset will greatly facilitate the computer-aided diagnosis of colorectal cancer.
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Chapter 7

Conclusion and Future Work

We have identified problems in existing classification and detection models. To solve them, we

proposed specific modules to improve semantic understanding, boost detection location capability,

increase training efficiency, and align research directions.

In the first two parts of our work, we propose novel modules to increase DNN models’ capa-

bility to understand semantic information and improve models’ location capability. During this

period, researchers have identified weaknesses of DNN-based models and tried to tackle them by

introducing novel architectures and modifying weights to improve efficiency. In the first part of

our work, we introduce a super-class guided network designed to incorporate high-level knowledge

into existing models for image classification and object detection. The second part proposes the

localization score (locscore) branch and location-aware box reasoning, which is often overlooked

in most object detection frameworks.

The third part of our work aims to address the problem of 3D point cloud classification by

proposing a family of novel robust structured declarative classifiers that at the same time provide

defense mechanism against adversarial attacks. In this work, we further propose an efficient in-

stantiation, Lattice Point Classifier (LPC).

The fourth chapter explores the generalization of the previously proposed declarative defend-

ers. We implemented three distinct mapping algorithms as declarative defenders for 3D point

cloud classification. During the experiments, we observe the diminishing defense capability in the

graph drawing classifier. Further investigation concludes that the presence of a skip connection

circumvents implicit gradients, thereby defeating the defense capability.

In the fifth work, we have developed a relatively large endoscopic dataset for polyp detection
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and classification. We have also evaluated and compared the performance of eight state-of-the-

art deep learning-based object detectors. In addition to the dataset mentioned in this article, we

also organize a dataset for aphid detection in agriculture applications. These studies can serve as

a baseline for future research in medical and agriculture applications. We hope our dataset will

greatly facilitate computer-aided applications.

In the future, we hope to extend our study on 3D classification tasks to more complicated

3D detection and segmentation tasks, which serve as the fundamental part of autonomous driving

and many other real-life applications. With recent rapid development in multi-modal foundation

models, many emerging research and application directions become possible. These foundation

models are trained with billions of data points and incorporate high-level language information,

which can be utilized to perform sophisticated tasks.
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